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Graphene, a single atomic layer of sp2 hybridized carbon, exhibits a zero-band gap with linear band
dispersion at the Fermi-level, forming a Dirac-cone at the K -points of its Brillouin zone. In this review,
we focus on basic materials science issues of this intriguing material. The scope of this work is further
narrowed by concentrating on graphene grown at transition metal surfaces, mostly under vacuum
conditions, and neglecting other graphene synthesis approaches, namely growth on SiC or by graphene
oxide reduction. Thus one large section of this review focuses on metal/graphene interfaces. We
summarize recent surface science studies on the structure, interaction, and the growth of graphene on
various metals. Metal supported graphene is a recurring theme throughout this review as it provides
model-systems for studying adsorption and graphene modifications on well-defined, large area samples,
and thus is ideal for employing surface science techniques. Other aspects of graphene are also reviewed.
Approaches for creating and characterizing graphene nanostructures, in particular graphene nanoribbons,
are discussed. Graphene nanoribbons play an important role for potential electronic applications because
the lateral electron confinement in the ribbons opens a band-gap in graphene. Materials issues of
nanoribbons, like formation of well-defined edges are introduced. Atomic-scale defect-structures in
graphene are another topic. The known defect structures in graphene are categorized and atomic scale
characterization of these defects by scanning tunneling microscopy (stocktickerSTM) and high resolution
transmission electronmicroscopy (TEM) is illustrated. Important for applications of graphene is our ability
ofmodifying its properties. Therefore, studies of substitutional doping of graphenewith nitrogen or boron,
hydrogenation or fluorination of graphene, and the adsorption of molecules with strong electron affinity
are included in this review. This review is restricted to a summary of surface science studies on well-
ordered systems. Other important graphene research areas such as transport measurements on pure and
modified graphene are not included. The goal of this review is to give a concise overview of the materials
science of graphene from the surface science perspective.
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1. Introduction

Research on graphene has experienced explosive growth in
the last few years. Initial excitement for graphene came from
its unusual linear dispersion of the π-band at the Fermi level,
which gives rise to new physical properties. The isolation of
single layer free-standing graphene from highly oriented pyrolytic
graphite (HOPG) and the measurements of many exotic electronic
properties of graphene have earned Kostya S. Novoselov and
Andre K. Geim the Physics Nobel Prize in 2010. In addition to
the exciting physics of the electrons in this material, graphene
also possesses other interesting physical properties, such as
being the ‘strongest’ material (by weight) [1] and exhibiting
a negative thermal expansion coefficient [2]. Such superlatives
and unique properties of graphene motivated much of the
fundamental research on this special material. However, this
alone does not explain the enormous interest in graphene. Soon
after its synthesis, the applied research community became
interested in graphene. In particular, many from the carbon-
nanotube community changed their focus toward graphene. One
practical aspect for the interest in graphene was the prospect
of large area graphene wafers and thus the use of lithographical
methods for patterning and device fabrication. Such processes are
more compatible with existing technologies than, for example,
the selection and assembly of carbon-nanotube architectures.
Graphene wafers were already available by graphitization of SiC,
even before the groundbreaking experiments by Novoselov and
Geim, and soon afterward large-area graphene was synthesized
by chemical vapor deposition (CVD) growth on metal substrates.
Development of transfer procedures from the metal substrate on
which graphene is grown on, allowed these wafers to be placed
on any arbitrary substrate. The synthesis of graphene on SiC and
on metal substrates also brought many surface scientists into the
arena of graphene research. The graphene formation onmetals had
been well known in the surface science community for decades.
The increasing interest in graphene meant that these graphene
synthesis processes were now re-investigated in more detail and
with modern surface science techniques such as low energy
electronmicroscopy (LEEM), scanning tunnelingmicroscopy (STM)
and angle resolved photoemission spectroscopy (ARPES) to obtain
structural and electronic information. In general the 2D nature
of graphene with all its atoms situated at the surface makes this
material an obvious object for surface science studies.

Graphene research may be divided in three sub-areas: (i) the
characterization of the special physical properties that are
originating from the 2D nature of the material and its special
electronic band structure, (ii) device applications, and (iii) the
materials science of graphene, i.e. making and processing of
graphene wafers, doping of graphene by impurities, and interface
formation between graphene and dissimilar materials. This review
is primarily concerned with the latter. Furthermore, we exclude
areas that are already thoroughly reviewed. In particular single and
multilayer graphene on SiC single crystal wafers is not included
in this review. Information on surface studies of graphene on SiC
may be found in other recent reviews [3–5]. Raman spectroscopy
has played an important role in the characterization of graphene,
Dresselhaus and co-workers have written excellent reviews on the
application of this technique for graphene characterization [6,7]
and thereforewedonot include anyRaman spectroscopy studies in
this article. Also, formation of graphene by reduction of graphene
oxide is not included here.

Although graphene has just recently become a ‘hot topic’, it is
not a newmaterial and thereforewe start this review by describing
historical highlights in the materials science of graphene.
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1.1. A brief history of graphene

Graphene, a single layer of sp2 bonded carbon atoms, is
the basic building block of carbon nanotubes, fullerenes and, of
course, graphite and HOPG. Therefore, it is somewhat ironic that
the most basic ‘building block’ achieves ‘maturity’ last among
these carbon materials. However, the concept of graphene is
not new. As early as 1947 Wallace [8] showed that a single
sheet of sp2 hybridized carbon would have a linear energy
dispersion as function of electron-momentum vector (E(k)) at
the K -point of the Brillouin zone. The first synthesis of single
and multilayer graphene was probably achieved by Boehm in
1962 [9]. Boehmused amethodbased on the reduction of graphene
oxide, which has now been re-discovered as chemical synthesis
method of graphene. For many other experimental works on sp2

carbon the synthesis and commercialization of HOPG crystals in
the 1960s was essential. HOPG would also lay the foundation
for the work by Novoselov and Geim four decades later. But
first, in the 1970’s, most interests in carbon materials were on
intercalation compounds [10]. Intercalation compounds are single
or multilayers of graphene sandwiched in between intercalant
layers of guest atoms or molecules.

Before the interest in graphene as a ‘nanomaterial’, the discov-
ery of fullerenes by Kroto et al. [11] in 1985 and then the iden-
tification of carbon nanotubes by Iijima [12] in 1991 were the
center of attention. The existence of free-standing graphene was
dismissed for some time as not being thermodynamically stable;
first by Landau [13] and later by Mermin [14]. On the other hand,
formation of supported mono- and multilayer graphene on transi-
tionmetal substrateswas observedby surface scientists in vacuum,
either by segregation of carbon containing samples or by expo-
sure of hot samples to hydrocarbons. Graphenewas first suggested
to form on transition metals by hydrocarbon dissociation from
low energy electron diffraction (LEED) observations on Pt(100) in
1968 [15,16]. First scanning tunneling microscopy investigations
of graphene on Pt(111) surfaces was performed by the Comsa
group [17] in 1991. Blakely and co-workers, studied the segrega-
tion behavior of carbon from Ni-crystals by Auger-electron spec-
troscopy (AES) in 1974 and found the formation of single layer
graphene as a thermodynamic stable surface termination while
multilayer graphene formed by precipitation of carbon if the sam-
ples are cooled to lower temperatures [18]. Single layer graphene
on Ni was also obtained by exposure of pure Ni-crystals to hydro-
carbons in ultrahigh vacuum (UHV) [19] and electronic decoupling
of graphene from the Ni-substrate was investigated by metal in-
tercalation [20]. These early surface science studies of graphene
on metals had, however, little motivation in the direction of fun-
damental properties or applications of graphene in electronic de-
vices. This was different for the studies of graphene formation
on SiC. The formation of graphene on SiC was first observed in
1975 by van Bommel et al. [21]. In 2001 the de Heer group
developed the process of forming planar graphene layers on
SiC substrates further by heating SiC wafers to above 1300 °C.
These studies were motivated by the prospect of 2D electron-
ics and in 2004 they published a paper highlighting the 2D
electron gas properties of the graphene charge carriers in an
electric field [22]. In terms of the characterization of basic
physical properties of graphene the breakthrough came, how-
ever, with the development of a mechanical exfoliation method
of single and multilayer graphene from HOPG by Novoselov
and Geim [23–26]. Also at the same time the group around
Kim [27,28] developed their own exfoliation method for few-
layer graphene. This preparation of high quality graphene al-
lowed the verification of many predicted exotic behaviors of the
charge carriers in graphene for which the Physics Nobel Prize was
awarded in 2010. From an application perspective the exfoliation
method is, however, unlikely to produce the graphene-materials
needed for scalable production and device fabrication. There-
fore, the above mentioned processes of graphene oxide reduction
[29,30] and chemical vapor deposition (CVD) growth processes on
metal supports [31,32] have been refined in recent years.

1.2. Outline of this review

The literature on graphene is growing almost exponentially
and therefore new developments are reported at an extraordinary
pace. Nevertheless, for many aspects a thorough understanding is
emerging which will be the basis for future studies and therefore
we believe now is a good time to provide a summary of the ex-
perimental materials research of graphene. This review summa-
rizes published results up to summer 2011. This review focuses on
experimental advances. Theoretical studies are considered if they
provide support of experiments in this review.

We start by investigating metal/graphene interfaces. This is
a field with a long tradition in the surface science community
and has reached maturity. There exist a large number of studies
on single crystal substrates and the structure of graphene
on these metal substrates is thoroughly characterized for a
number of materials. The initial fundamental interest in these
metal/graphene interfaces has become of applied interest due
to its importance in graphene synthesis by CVD processes.
In Section 3 we will investigate processes to form graphene
with limited lateral extension, such as graphene nanoribbons.
Graphene nanostructures are an important field of graphene
research and lateral electron confinement in these nanostructures
enables opening of a band gap in graphene. In Section 4 we
focus on atomic-scale defects in graphene and at its edges.
High resolution transmission electron microscopy and scanning
tunneling microscopy have given us insight into defect formation
in graphene at the atomic level. Defects can be utilized for
modifying graphene properties and may play an important role
for chemical functionalization of graphene. In this section we
also consider substitutional impurity doping, namely nitrogen
and boron doping as extrinsic defects in the graphene sheet.
Furthermore, 1D defects, such as grain boundaries of graphene are
included in Section 4. Section 5 discusses briefly the formation
of chemical derivatives of graphene such as hydrogenated
or fluorinated graphene. Section 6 studies interfaces between
graphene and molecules. Especially organic interfaces have
attracted interest for doping graphene by charge transfer from the
organic molecules to graphene to create p- and n-type graphene.
Section 7 concludes this review.

2. Graphene/metal interfaces

The observation of graphene-formation on transition metal
surfaces dates back to the beginning of surface science studies
on single crystal metals. On Pt(111) and Ru(0001) characteristic
LEEDpatternswere observed after annealing to high temperatures.
These LEED patterns were identified as originating from carbon
segregation from the bulk and formation of graphitic layers.
Later, graphene was grown on different metals intentionally
by either saturating crystals with carbon outside of the UHV
chamber and subsequently characterizing the surface phases as a
function of temperature by surface science probes (mainly AES)
in UHV, or by exposure of clean (carbon free) metals inside
the UHV chamber to hydrocarbons. Of the former studies, the
investigations of single and multilayer graphene formation on
carbon saturated Ni crystals by Blakely and co-workers stands
out [18]. They demonstrated that carbon exists in different forms
on Ni(111) at different temperatures. From CKVV AES intensities it
was shown that above 1200 K carbon exists only as a dilute phase
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at the surface, in a temperature range between 1100 and 1200 K
monolayer graphene was observed through carbon segregation
to the surface. This phase may be considered a thermodynamic
equilibrium phase, i.e. the graphene terminated surface lowers
the surface free energy of the system. (Note that the phase
stability temperature of monolayer graphene on Ni(111) depends
on the carbon concentration in the bulk. We show below that
for graphene on Ni with only a small carbon concentration in
the bulk the graphene sheet is only stable to ∼930 K.) In Blakely
et al.’s experiments lowering the temperature below1100K caused
carbon to precipitate to the surface and multilayer graphene, or
graphite, is formed. This precipitation process is driven by the
reduced carbon solubility in the Ni-bulk at lower temperatures.
These processes are quite relevant for graphene synthesis on
Ni-foil in ambient pressure CVD reactors. Under these conditions
the Ni-foil are likely saturated and the challenge in controlling
the number of graphene layers stems from the difficult-to-control
kinetic processes of carbon precipitation during sample cooling.

These days, most fundamental surface science studies of
graphene/metal interfaces are performed by exposure of clean
single crystals to hydrocarbons inside the UHV chamber. These low
pressure conditions lead to mainly monolayer graphene formation
for most systems including Ni. One may distinguish between
two growth procedures: (i) segregation growth, where carbon is
dissolved in the bulk at high temperatures and segregates to the
surface at lower temperatures, or (ii) surface growth,where carbon
remains at the surface after de-hydrogenation of hydrocarbons
and aggregates at the surface to form graphene. In the latter
process the self-terminating growth at a single monolayer can be
easily pictured, because for most hydrocarbons the metal acts as
a catalyst for dehydrogenation and thus as the source of carbon.
Once the surface is covered with graphene no more active sites
are available and carbon production ceases. Single layer formation
of graphene by the segregation method, on the other hand, is
likely due to the lowering of the surface energy of the metal by
covering it with graphene, i.e. it is related to wetting of a surface
by a lower-energy material. In this case, the lowering of the free
energy of the systems provides the driving force for monolayer
graphene formation. Further carbon precipitation, i.e. formation of
multilayer graphene, does not lower the free energy further and
therefore the driving force for carbon diffusion to the surface is
diminished. This scenario also explains why monolayer formation
can be easily accomplished while formation of a controlled
number of graphene sheets is difficult. While the monolayer
lowers the free energy and thus is thermodynamically favored the
energy difference between different numbers of graphene layers
is negligible and thus there is no thermodynamic mechanism that
would control graphene with a defined number of layers.

2.1. Structure of graphene–metal interfaces

There exist a large number of surface science studies of
graphene on different transition metals. Wintterlin and Bocquet
[33] reviewed these studies up to summer 2008 and earlier reviews
for graphene/metal interfaces were published in 1997 [34,35].

The basic adsorption structures of graphene on metals are
shown in Fig. 1. In this article we use a nomenclature where
the adsorption structure is labeled by the sites of the carbon
atoms with respect to the underlying metal surface, i.e. ‘fcc-site’
(‘hcp-site’) corresponds to structures with carbon atoms resting
on top of the fcc-hollow (hcp-hollow) site of the substrate and
other carbon atoms on atop sites. In the literature one sometimes
also encounters a nomenclature that labels adsorption sites with
respect to the center of the carbon-ring, i.e. in that nomenclature
Fig. 1(a) would be labeled ‘atop’, (b) ‘hcp’, and (c) ‘fcc’. However,
only on Ni and possibly on Co a good lattice match between
Fig. 1. Four basic adsorption arrangements for non-rotated graphene on hexagonal
(fcc(111) or hcp(0001)) metal surfaces. (a) All carbon atoms of the graphene are
located in three-fold hollow sites of the surface, i.e. the carbon-atoms surround
the surface metal-atom. (b) Carbon atoms are alternately occupying metal-atop
sites and the ‘fcc’ hollow sites. (c) Carbon atoms are alternately occupying metal-
atop sites and the ‘hcp’ hollow sites. (d) Illustrates the adsorption structure that
is known as bridge-structure. Here we use the nomenclature that labels the
adsorption sites by the position of the carbon atoms with the respect to the
substrate. Another sometimes used nomenclature labels the adsorption sites by
the position of the center of the carbon relative to the substrate. In this second
alternative nomenclature (a) would be labeled ‘atop’, (b) ‘hcp’, (c) ‘fcc’, and (d)
‘bridge’ adsorption.

graphene and themetal substrate exist, which allows the graphene
to adopt (at least within large domains) a single adsorption
structure. For lattice mismatched systems the lattice of graphene
and that of the substrate are incommensurate and therefore
periodic repetitions of certain adsorption structures give rise to
a moiré pattern. Within the unit-cell of the moiré structure the
different ‘basic’ adsorptions structures are locally observed. As we
discuss below the binding of graphene to the substratemaydepend
strongly on the carbon arrangement relative to the substrate and
this can give rise to a strong buckling of the graphene as the relative
lattice positions within the moiré pattern changes.

In the following, we give a summary of recent (∼2000–2011)
studies of graphene/metal interfaces sorted by substrate material.

2.1.1. Ruthenium(0001)
Most studies report a single rotational domain of graphene

grown on Ru(0001) with the ⟨10–10⟩ direction of graphene and
Ru aligning parallel, i.e. no rotation of the graphene lattice relative
to the Ru lattice. The moiré pattern of graphene is apparent from
‘extra’ diffraction spots around the 1 × 1 spots in LEED (see
Fig. 2(a)). STM images also show the moiré pattern with a large
‘apparent’ corrugation [36], as shown in Fig. 2(c). The origin of the
observed corrugation in STM images is somewhat controversial.
Miranda and co-workers explain the corrugation in STM bymainly
electronic effects and propose that the geometrical corrugation is
only 0.15 Å [37] based on helium atom scattering (HAS) data. They
also claim a change in the corrugation of the moiré pattern in STM
images from 1.1 to 0.5 Å with a change in the bias voltage from
−0.8 to 0.8 V [38] and that at high bias voltages (+2.6 eV) even an
inversion of the contrast in STM images is observed.Wintterlin and
co-workers, on the other hand, explain the corrugationmainly as a
consequence of geometrical arrangement of carbon atoms backed
by LEED I(V) and density functional theory (DFT) calculations
(see Fig. 2(b) and (d)) [39,40]. LEED I(V) [41] and surface X-ray
diffraction [42] measurements point to a significant corrugation
of 1.5 Å. Recent re-analysis of the surface X-ray diffraction data
reduced this value to 0.82 ± 0.15 Å [43]. In addition to a large
corrugation of the graphene, the diffraction studies also showed
that the underlying Ru is significantly distorted. LEED I(V) found



M. Batzill / Surface Science Reports 67 (2012) 83–115 87
a c
d

e

b

Fig. 2. Graphene on Ru(0001). (a) LEED pattern at 112 eV showing single domain graphene with superstructure spots due to moiré pattern. (b) 3D surface structure model.
(c) Experimental STM image acquired at−0.05 V bias voltage and 1 nA tunnel current. (d) Simulated STM image, and (e) structure of graphene and Ru-surface layers derived
from LEED I(V) analysis.
Source: (a), (b), and (e) reproduced from Ref. [41].
© 2010, The American Physical Society.
Source: (c) and (d) reproduced from Ref. [39].
© 2008, The Royal Society of Chemistry.
a corrugation of the first Ru-layer of 0.23 Å in good agreement
with the surface X-ray diffraction data that indicate a corrugation
of 0.19±0.02Å. Due to the strong corrugation of both the substrate
and the graphene sheet, the separation between the graphene and
the metal also strongly varies across the unit cell. Values varying
between 2.1 Å and 3.64 Å have been found in LEED I(V) studies and
2.0 Å and∼3Å in surfaceX-ray diffraction (SXRD) [43]. A schematic
view of the corrugations of surface and sub-surface layers derived
from LEED I(V) is shown in Fig. 2(e).

The recent LEED I(V) and SXRD studies indicated a size of
the coincidence lattice of the graphene overlayer on Ru(0001)
as a 23 × 23 superstructure with 25 × 25 graphene unit cells
lying on top of 23 × 23 Ru surface unit cells. This is larger
than the 11 × 11 or 10 × 10 superstructure suggested earlier
from STMmeasurements [36,44,45]. DFT calculations showed that
carbon atoms within this unit cell located on top of Ru-atoms
interact strongly with the substrate, while C-atoms in-between
Ru-atoms interact much weaker with the substrate, as measured
by charge re-distribution. These differences in the interaction
with the substrate also give rise to the strong corrugation of the
graphene sheet. ‘Non-bonding’ areas of the graphene sheet, with
carbon atoms mostly at in-between sites, alternate with ‘bonding
areas’ where every second carbon atom is located close to an
atop site and the other carbon atoms occupy three-fold hollow
sites of the substrate (see Fig. 1). The difference in the location
of the carbon atoms in the ‘bonding’ areas is the reason why, in
STM, only every second carbon atom is imaged while in the ‘non-
bonding’ area all carbon atoms are imaged (see Fig. 2(c) and (d)).
The different charge transfer between Ru and graphene in the
different areas of the moiré-pattern may also explain the observed
splitting of the C1s core level in synchrotron radiation based high
resolution X-ray photoemission spectroscopy (XPS) [46].

A strong interaction between graphene and ruthenium sub-
strate is also apparent from electronic structure measurements.
ARPES showed a strong disruption of the graphene π-bands [47]
and a shift of 2.6 eV to higher binding energy [48] at the K -point
compared to free-standing graphene. This can be attributed to the
hybridization between the grapheneπ and the Ru 4d valence band
states. The structural changes in the Ru-substrate also indicate a
strong interaction between Ru and graphene. The strong effect of
the substrate on the electronic structure of graphene is almost
completely diminished for a second graphene layer on Ru [47,49].
2.1.2. Iridium(111)
Graphene has been grown on Ir(111) by hydrocarbon decom-

position. Because of low carbon solubility in iridium the graphene
growth is self-limiting to one monolayer [50,51], i.e. once the sur-
face is covered by graphene the surface is deactivated for hydrocar-
bon decomposition effectively shutting down the carbon source.
However, under certain conditions bi-layer growth of graphene
can also be obtained on Ir(111), indicating that carbon segre-
gation from the bulk cannot be entirely neglected [52]. Several
domains with specific rotation angles with respect to the metal
substrate have been observed. The preferred orientation appears
to be an alignment of rows of densely packed carbon atoms with
the densely packed rows of the Ir(111) surface [50,53,54], those
graphene domains are referred to as R0°. Domains with rotational
angles of R30°, R18.5°, and R14° have also been observed in LEEM
studies [54]. In addition, domainswith small angle rotation around
the ideal R0° have been observed in STM, giving rise to small an-
gle tilt boundaries in graphene [51]. The rotational alignment of
graphene sheets appears to be dependent on the preparation tem-
peratures. High resolution (spot profile) LEED has been used to
characterize the graphene rotation at different growth tempera-
tures [55]. It was found that below 1200 K the graphene layer
exhibits high disorder. Temperatures between 1255 and 1400 K
produced randomly oriented domains, with a preference of R30°
domains. At temperatures above 1500 K a single R0° domain has
been obtained, thus demonstrating a preparation method for sin-
gle domain graphene on Ir(111). Because of the lattice mismatch
between graphene and the Ir(111) surface, the graphene sheets
form an incommensurate phase that exhibits moiré patterns. Sim-
ilar to Ru, the moiré-structure is a consequence of carbon atoms
occupying different sites on the Ir(111) surface; models of differ-
ent rotational domains may be found in Refs. [50,54]. The geomet-
ric structure of the graphene-moiré on Ir is less well characterized
than that on Ru and in particular, no LEED I(V) or SXRD studies have
been reported as of yet. In STM the moiré structure shows a corru-
gated profile. For the R0° domain, STM images could differentiate
the three basic adsorption structures shown in Fig. 1(a)–(c). The
contrast in STM may depend sensitively on the tunneling condi-
tions and even contrast reversal has been observed by changing
the bias voltage from 0.32 to 1.5 V. In general the measured corru-
gation in STM is around ∼0.3 Å, i.e. 5 times less strong than for Ru.



88 M. Batzill / Surface Science Reports 67 (2012) 83–115
For an R30° domain structure, an even smaller corrugation of only
0.04 Å was measured [54].

The electronic structure of graphene on Ir was measured by
ARPES. For the R0° structure it was found that the Dirac cone is
almost intact and only slightly shifted to lower binding energy
due to a substrate induced p-type doping of graphene [56].
Downward shifting of the bands by n-doping of the graphene
with potassium allowed determining the existence of a small band
gap (∼100 meV) at the Dirac point [57]. This is in contrast to
R30° rotated graphene domains that do not exhibit a band gap
at the Dirac point, although its p-type doping by the substrate is
stronger than for R0° domains. Thus ARPES show that for graphene
on Ir, the π bands are not significantly perturbed. However, the
interaction of graphene with Ir(111) depends sensitively on the
orientation of the graphene sheet. It has been shown by DFT
calculations that the interaction between graphene and Ir(111) is
best described as physisorbedwith only local charge accumulation
between graphene and Ir at certain areas within the large moiré-
supercell, where the interaction can be described as a weak
chemisorption state [58]. The R0° domain may exhibit more of the
weak chemisorption contribution and thus explain the observed
small band-gap resulting from this hybridization of the carbon
with Ir-states near the Fermi-level, while the R30° has less of the
chemisorption contribution to its bonding to the substrate. This
difference between the domains may also explain why Raman
active phonons are observed on R30° but are suppressed on R0°
domains [57]. The differences in the bonding for these twodomains
may also contribute to the above mentioned difference in the
corrugation of the moiré-pattern observed in STM. Finally, band
structure replicas due to the moiré-superstructure are observed in
ARPES for the R0° domains [56] but not for the R30° domains [57]
indicating that the observation of these replicas correlateswith the
strength of the graphene–substrate interaction.

2.1.3. Platinum(111)
Graphene on platinum can be grown by carbon segregation

from the bulk or by a self-limiting decomposition of hydrocarbons
at the surface. The interaction between monolayer graphene
and the metal substrate is weak causing the formation of many
rotational domains. LEEM studies have identified a number of
domains with small {(3 × 3)G, (

√
6 ×

√
6)R2G, and (2 × 2)R4G}

or large unit cells {(
√
44 ×

√
44)R15G, (

√
52 ×

√
52)R14G and

(8 × 8)G} [59]. To explain the multitude of different rotation-
angles between graphene and Pt(111) a simple geometrical model
has been proposed [60]. In this model the mismatch of the
moiré-superstructure unit cell with respect to Pt atoms are
considered. Moiré structures with rotation angles that result
in a small mismatch are considered more favorable and thus
expected to occur more frequently. This simple model appears
to be in satisfying agreement with experimental observations.
Furthermore, a faster growth of domains with a smaller unit cell
was observed compared to domains with large unit cells in growth
experiments by carbon segregation [59]. Graphene films grown
by direct decomposition of ethylene at different temperatures
showed the best quality at growth temperatures around800K [61].
This optimum growth temperature was associated with a sparse
nucleation of graphene at this temperature. Comparison of
specular beam LEED I(V) measurements with simulated I(V)
spectra on (

√
44 ×

√
44)R15G domains showed the best Pendry

R-factor for Pt–graphene separation of 3.3 Å [59]. This is similar
to the plane separation in graphite of 3.36 Å and is in excellent
agreement with DFT simulations for graphene on Pt(111) [62].
Micro ARPES on different graphene domains showed that the band
structure of graphene is very similar to free-standing graphene,
with well defined linear π band dispersion at the K -point. The
graphene monolayer was, however, p-doped with the Dirac point
about 0.3 eV above the Fermi-level [59] again in good agreement
with DFT calculations [61,62]. Consequently, by all indicators –
graphene–Pt separation, electronic structure, and formation of
various rotational domains – the interaction between graphene
and Pt is weak.

2.1.4. Palladium(111)
LEEM studies of graphene formed by carbon segregation from

carbon saturated Pd(111) single crystals show many rotational
domains. Rotational angles between the Pd [63] and graphene
[11–20] direction of −2°, −5°, −10°, 17°, 22°, and 26° were
observed [64]. This situation of several rotational domains is
similar to the observations on Pt and thus may suggest a weak
interaction between graphene and palladium. However, scanning
tunneling spectroscopy (STS) measurements of graphene on Pd
suggest the existence of a 0.3 eV band gap in Pd supported
graphene [65]. The existence of such a band gap would indicate
a strong hybridization between graphene and Pd. However, it
should be pointed out that STSmeasurements are not as conclusive
as photoemission measurements and therefore the existence
of a band gap should be confirmed by other techniques. STM
measurements show a corrugation of the moiré pattern of ∼0.2 Å
and a reversal of the contrast has been observed by reversing
the bias voltage [65]. Relative work function measurements of
different rotational domains using image contrast in LEEM, reveal
that the work function for different domains can vary by up to
0.15 eV. This was interpreted as an orientation dependent charge
transfer [64].

2.1.5. Rhenium(0001)
A strong interaction between Re and graphene is proposed.

LEEM studies show the formation of a single domain and µ-LEED
analysis indicate a 10×10 graphene unit cell over a 9×9 Re(0001)
unit cell. DFT calculations show that the resulting moiré structure
should be strongly corrugated with a buckling of 1.6 Å. The C–Re
distances depend on the position in the moiré structure and are
mainly distributed between 2.1 and 2.4 Å, but can be as large
as 3.8 Å as a consequence of the large buckling of the graphene
sheet. The different areas of interactions within the moiré unit cell
also give rise to differences in the C 1s core level peak position.
Two main components for the C 1s peak for graphene on Re are
observed. The two components are separated by ∼700 meV. The
higher binding energy component is due to stronger interacting
carbon atoms that are closer to the Re surface [66].

2.1.6. Rhodium(111)
Graphene on Rh(111) forms a single domain with a moiré

pattern that corresponds to a coincidence lattice with a 12 × 12
graphene cell matching a 11 × 11 Rh surface cell [46,67]. Like
on Ru the different adsorption sites of carbon atoms within the
11×11 superstructure gives rise to different bondingwhich causes
a strongly corrugated graphene sheet. The weakest adsorption is
in regions where the carbon-hexagon surrounds the surface metal
atoms (Fig. 1(a)) and those regions show the largest carbon–Rh
separation of ∼3.8 Å according to DFT simulations. Regions
with alternating carbon atoms in hollow sites and on atop sites
(Fig. 1(b) and (c)) have a graphene–Rh separation of 3.1 Å and
2.9 Å depending if the fcc or hcp hollow sites are occupied,
respectively. The strongest adsorption was found in regions where
carbon atoms occupy bridge sites (Fig. 1(d)). In these regions a
carbon–Rh distance of 2.2 Å was found. These DFT simulations are
in agreement with STMmeasurements, suggesting that at low bias
voltages the STM measurements are dominated by topographic
surface features. Thus the DFT and STM measurements suggest a
buckling of the graphene sheet by 1.6Å, similar to that for graphene
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Fig. 3. C-1s core level binding energies of monolayer graphene on various
metal substrates acquired with 400 eV photon energy. For graphene that exhibit
a strongly corrugated graphene moiré-pattern two binding energy peaks are
observed corresponding to the strongly and weakly interacting areas within the
moiré-unit cell. With increasing metal–graphene interaction a shift toward higher
binding energy is measured.
Source: Reproduced from Ref. [46].
© 2008, The American Physical Society.

on Ru. C-1s XPS and near edge X-ray absorption fine structure
(NEXAFS) measurements also suggest similar graphene–metal
interactions for Ru and Rh, with both showing clearly two C-1s
core-level components due to areas within the moiré pattern that
are strongly and weakly interacting with the substrate [46]. A
comparison of the C-1s binding energies for graphene on various
metal substrates is shown in Fig. 3.

2.1.7. Nickel(111)
As outlined in the introduction, graphene formation on Ni(111)

was studied early on. The close lattice match between graphene
and Ni allows the growth of commensurate graphene overlayer on
Ni(111)with no superstructure spots in LEED and thismakes nickel
a unique substratematerial for graphene/metal interface. LEED I(V)
studies identified the adsorption structure of graphene with one
carbon atom atop of Ni-surface atom and the second carbon at fcc-
hollow sites (Fig. 1(b)). The graphene–Ni separationwasmeasured
as 2.11 and 2.16 Å for carbon atoms at fcc-hollow and atop carbon
sites respectively [68]. This surface structure has been supported
by Li+-impact collision ion scattering spectroscopy (ICISS) [69] and
DFT simulations [70]. Most DFT calculations show the adsorption
of graphene with carbon atoms at atop and fcc-hollow sites as
preferred, however, adsorption of the second carbon atom over
hcp-hollow sites (Fig. 1(c)) instead of the fcc-hollow site is only
slightly less favorable. This indicates the possibility that under
certain growth conditions both adsorption geometries are present
in different domains. The domain boundaries resulting from such
two, relative to the Ni-substrate, translated domains have been
observed in STM and are discussed in Section 4.4 [71]. In STM
of graphene on Ni, the two non-equivalent carbon atoms are
imaged with different contrast [72]. From imaging of translational
domain boundaries it is shown that the carbon atoms above
the hollow sites are imaged brighter. This is in agreement with
DFT simulations of STM images. From STM measurements it is
also apparent that under certain circumstances rotated graphene
can form that exhibits moiré-patterns [72,73]. This is discussed
further in Section 2.2.3. Two recent DFT calculations claim that a
different adsorption geometry, i.e. with carbon occupying bridge
sites (Fig. 1(d)), is another possible arrangement in addition to
carbon-atoms occupying both 3-fold hollow and atop sites [74,75].
The only experimental evidence for such an adsorption structure
comes from the interpretation of two different components in
C-1s core level peak as the presence of domains with both bridge
and top-fcc hollow configurations. It has been argued that carbon
atoms at atop, hollow, and bridge sites have C 1s binding energies
of ∼285.04 eV, 284.46 eV, and 284.88 eV, respectively. However,
additional experimental evidence would be desirable to confirm
such bridge adsorption geometry. For example, since all the carbon
atoms in bridge adsorption geometry are equivalent no difference
between the carbon atoms in atomic resolution STM imaging is
expected. Therefore STM images with such a contrast would be
an additional test for the existence of such a bridge adsorption
structure.

Several ARPES studies of the electronic structure of graphene
on Ni have been performed. They all show a large down-ward
shift of the π states by about 2 eV [76–78] and opening of a band
gap at the K -point indicating a strong interaction between Ni and
graphene (see e.g. Fig. 4 for comparison of ARPES of graphene
on Ni(111) and formation of quasi-free-standing graphene after
Au-intercalation). Dedkov et al. reported a large shift of up to 225
meV in the graphene π-band depending on the magnetization
of the Ni-substrate [77]. This was interpreted as a signature
of spin-polarized electrons in the π-band due to a Rashba-
type spin–orbit interaction. However, subsequent work using
spin polarized photoemission [79] and ab initio calculations [80]
demonstrated that such spin-polarization of the π-band on Ni
substrates does not exist.

2.1.8. Cobalt(0001)
The Co(0001) surface exhibits only a slightly larger lattice

mismatch relative to graphene than Ni(111) does {agraphene =

2.46 Å; aNi = 2.48 Å; aCo = 2.51 Å}. STM studies of nanometer
sized graphene islands suggest that graphene is commensurate
with the Co(0001) substrate, similar to Ni(111). Both STM and
DFT-simulations [81] indicate that the honeycomb is situated such
that the carbon atoms in the honeycomb alternately occupy atop
and three-fold hollow sites of the Co-substrate (see Fig. 1(b) and
(c)). This non-equivalence of adjacent carbon atoms is, like for
Ni(111), also apparent in STM images, which only ‘sees’ every
second carbon atom. The measurements and DFT calculation
could not identify if the fcc- or hcp-hollow sites are preferred
as carbon adsorption sites. Scanning tunneling spectroscopy (STS)
and DFT calculation indicate a strong alteration of the electronic
structure of graphene compared to free-standing graphene. Also
the calculated Co–graphene distance of ∼2.07 Å indicates a strong
interaction of grapheneπ-stateswith the Co d-states [81]. All these
findings suggest that Co and Ni behave similarly when it comes to
interacting with graphene.

2.1.9. Copper(111)
Formation of graphene on Cu has become of great interest

since it has been shown that single layer graphene can be readily
formed in ambient pressure CVD processes [2,31,82]. Copper
has low carbon solubility and thus even at high temperatures
graphene forms at the surface with negligible carbon dissolution
into the bulk. This enables a self-terminating monolayer growth
unlike e.g. on Ni where growth proceeds by carbon segregation
from the bulk [83]. Growth of graphene on Cu(111) in a UHV
chamber succeeded by exposure of higher than 10−5 Torr ethylene
and cycling the sample temperature up to 1000 °C (i.e. close to
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Fig. 4. ARPES measurement of graphene grown on Ni(111)(a) and after intercalation of a monolayer of Au (b). The linear band dispersion at the Dirac point after Au-
intercalation is highlighted in (c). For graphene on Ni the π band is downshifted by ∼2 eV. Intercalation of Au decouples graphene from the Ni-substrate and forms
electronically quasi-freestanding graphene.
Source: Reproduced from Ref. [78].
© 2008, The American Physical Society.
the melting temperature of copper) [84]. This growth procedure
resulted in the formation of at least two predominant domain
orientations as judged from STM images. The observed moiré
patterns of the supported graphenewere associatedwith 0° and 7°
rotation. The formation of multiple domains implies the formation
of grain boundaries which necessarily have degrading effects
on the graphene quality. Recent advances in CVD growth have,
however, demonstrated that low nucleation density can result
in large single grain graphene islands on polycrystalline Cu-foil
(single-grains up to 0.5 mm in diameter has been achieved) [85].
STM studies of graphene grown on polycrystalline Cu-foil also
shows that the graphene sheet can grow over facets and substrate
grain boundaries to contiguously cover the substrate [86,87].
Detailed experimental information of the interaction of graphene
with Cu, i.e. Cu–graphene separation and electronic structure of
graphene on bulk copper has not yet been reported. However,
studies of Cu-intercalation on graphene/Ni(111) (discussed next)
indicate that the graphene electronic structure on Cu closely
resembles that of free standing graphene.

2.1.10. Intercalated Au, Ag, Cu, and Fe
Graphene may not be easily synthesized on some metals,

especially in UHV. Thesemetals include Cu, Ag, Au, and Fe. It should
be mentioned, though, that recent advances in growing graphene
with ambient pressure CVD processes or by direct deposit of
carbon at the surface has demonstrated the ability to directly
grow graphene on Cu (see previous section) and even on gold
foils at ambient pressures by a CVD process [88]. Due to the weak
interaction between the metals and the graphene, the graphene
directly grown on these metals are, however, polycrystalline in
nature, even if single crystal substrates are used. To determine,
for example, the electronic structure of graphene supported on
different metals by ARPES single crystalline graphene is required.
The solution for studying single crystalline graphene on different
metal substrates is to grow graphene first on a strongly interacting
metal substrate, such as Ni or Ru, and subsequently intercalate
the metal of choice in between the metal substrate and graphene.
This approach has been demonstrated for Au [47], Pt, Pd, Ni, Co,
In, and Ce [89] between graphene grown on Ru and for noble
metals (Cu [90], Ag [91], Au [78,92]), as well as Fe [93] and alkali
elements (Na, K, Cs) [76] for graphene grown on Ni. Noble metal
intercalation showed a decoupling of graphene from the substrate
and the formation of quasi-free-standing graphene as judged from
the band structure in ARPES [78] shown in Fig. 4. The intercalation
process by itself is not well explained. The energy for distorting
the graphene hexagon for a metal atom in order to diffuse through
a defect-free graphene sheet is prohibitively high and therefore
the intercalation has to occur at defects in the graphene sheet.
These may be pre-existing defects or defects that are formed if the
graphene sheet is sandwiched between two metals. For graphene
on Ni(111) the intercalation process of deposited Ni was studied
by AES and carbon monoxide adsorption–desorption studies [94].
In these studies it was found that the deposited Ni destroys the
graphene locally, forming a surface-carbide which allows Ni at the
surface to penetrate the graphene and merge with the substrate.
After all the Ni has merged with the substrate the graphene can
reform at the surface. A similar formation of an intermediate
carbide could, however, not be observed for Cu intercalation [70]
and thus the intercalation process may be different for different
metals and therefore is still not completely explained.

2.1.11. Metal carbides
Many of the early transition metals are carbide forming and

this may prevent the formation of graphene on the pure metal.
However, studies have shown that graphitic layers can form on
top of carbide–substrates formed from early transition metals.
This field of research has not yet been revived by the recent
interest in graphene and therefore most surface science studies
on graphene/carbide interfaces are from the 1990s. Graphene was
grown on WC(0001) [95] as well as on carbides with rock salt-
structure {TaC(111) and (001), TiC(111) and (001), and HfC(111)
and (001)} by exposure to ethylene in UHV [96–98]. Formation
of graphene on the (111) surfaces is reported to be easier (lower
ethylene exposure needed) than for the (001) surfaces. LEED
studies have shown the formation of two graphene domains
on TaC(111) and HfC(111) with ⟨10–10⟩graphene ∥ ⟨1–10⟩carbide
and ⟨11–20⟩graphene ∥ ⟨1–10⟩carbide crystallographic relationships
while for TiC(111) only the first domain structure was observed.
Measurement of the phonon structure by EELS of the carbide
supported graphene indicated a significant softening of the phonon
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Fig. 5. Summary of the interactions between transition metals and graphene. For the elements labeled in blue, graphene may grow on the bulk-carbides of these elements.
Elements in red are characterized as metals that interact strongly with graphene and elements in yellow are those that interact weakly. ‘S’ or ‘M ’ in the upper right corner
of each element-box indicates if graphene forms single or multiple rotational domains, ‘d’ is the reported graphene–metal separation in Å. Different values may indicate
the range of separations within the moiré super-structures. The buckling or corrugation of the graphene sheet is given by ‘c ’ in Å, and the amount of downward shift of the
π-band is given by ‘π ’ (‘Intact’, means that a linear dispersion at the Dirac point is still observed). The measurement methods or computation for deriving the values are
given in the table together with the appropriate reference (see also references [265,266]). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
modes, which was interpreted by a softening of the π bonds due
to charge transfer from the substrate.

2.1.12. Summary and comparison of graphene/transition metal
interfaces

The formation of graphene and its interaction with different
substrate metals can be divided into three categories as indicated
by the differently colored elements in Fig. 5. Early transition
elements are carbide forming and graphene monolayers have
been formed on the carbides of these elements but not on the
pure metals. For graphene on pure metals, we can differentiate
between strong and weak interacting elements. Characteristics of
a metal that interacts strongly with graphene are: (i) formation of
a single domain structure if grown by CVD or carbon deposition
on the substrate, (ii) a strong alteration of the graphene π-band, in
particular a shift to higher binding energy of 1–3 eV and opening
of a band gap, (iii) the smallest distance between the metal and
graphene is around 2.1–2.2 Å, i.e. much smaller than the graphene-
plane separation in graphite. This is clearly observed for Ni and
Co. For these elements, graphene is well lattice matched and
graphene can adsorb in a single adsorption geometry, i.e. the
honeycomb lattice has the same registry with the metal substrate
atoms across the surface. (iv) If a moiré-pattern is formed, a
large corrugation of the graphene layer with a buckling of more
than 1 Å is observed. The moiré-pattern is a consequence of
the lattice-mismatch between graphene and the substrate which
forces carbon atoms in the graphene sheet to occupy various
adsorption sites on the metal substrate. The large corrugation
in strongly interacting metals indicates large variations in the
carbon–metal interaction depending on the position of the carbon
atoms relative to the metal atoms. For all elements the weakest
interaction is found if the carbon-hexagon is centered over the
surface metal atoms (Fig. 1(a)), i.e. all carbon atoms are over the
three-fold hollow sites of the substrate. Such a configuration gives
rise to the largest separation between the metal and the graphene,
around 3.6–3.8 Å for Re, Ru, and Rh. For Ru and Re it is found
that graphene with one carbon-atom at atop sites and the other in
three-fold hollow (Fig. 1(b) and (c)) forms the strongest adsorption
while for Rh, a bridge adsorption geometry (Fig. 1(d)) is proposed
to give the strongest interaction. The metal–graphene separation
in the areas of strong interaction is around 2.1 Å, i.e. similar to the
separation onNi(111). The different areaswithin themoiré pattern
that exhibit different bonding to the substrate also gives rise to
slight variation of chemical shifts in C-1s core levels. Fig. 3 shows
a comparison of high resolution C-1s peaks for Ru, Rh, Ir and Pt
substrates. A clear shift to higher binding energy is observed with
increasing graphene–metal interaction and two components are
resolved for Rh and Ru due to themoiré-structure [46]. Similar two
components are also observed for graphene on Re [66].

Weakly interacting metals are colored yellow in Fig. 5. The
characteristic of weakly interacting graphene is a graphene–metal
separation of ∼3.3 Å, i.e. a similar separation as observed for
graphene layers in HOPG, and an almost undisturbed π-band with
the Dirac cone at the K -point intact. However, some p- or n-type
doping of the graphene can shift the Fermi-level belowor above the
Dirac point. This shift in the Fermi-level may be as much as 0.5 eV.
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Fig. 6. Calculated Fermi-energy shift,1EF , relative to the conical point for graphene
in contact with different (weakly interacting) metals. The Fermi-energy shift is
plotted as a function of the difference in the work function of the metal and
graphene, WM − WG . The black curve is for an equilibrium separation between
graphene and the metal of 3.3 Å, while the green curve is for a hypothetically larger
separation of 5.0 Å. At 5.0 Å separation, there would be negligible interactions
between graphene and the substrate and the crossover from n- to p-type doping
would occur atWM = WG . An equilibrium separation of 3.3 Å results in a crossover
shifted toward a higher metal work functions by ∼0.9 eV. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version
of this article.)
Source: Reproduced from Ref. [62].
© 2008, The American Physical Society.

This shift is due to charge transfer processes as a consequence of
differences in the work function of the metal and graphene and is
not related to any hybridization and chemical bonding. The cross-
over from p- to n-type doping occurs at a metal work function of
∼5.4 eV, which is larger than the work function of graphene of
4.5 eV [62]. The results of DFT computations are shown in Fig. 6.
This doping effect through the metal contact is in good qualitative
agreement with experiments. For example, with graphene on Pt
a p-type doping with the Dirac point 0.3 eV above the Fermi-
level was found experimentally [59] and for Au (intercalated in
graphene/Ni(111) system) a shift of the Fermi-level 0.1 eV below
the Dirac point was measured [99]. For Ag and Cu n-type doping
was observed [92], however, the experiments were not accurate
enough to give a precise number for the Fermi-level shift above
the Dirac point.

We have marked Pd as intermediate between strong and weak
interacting metals. This is primarily based on the DFT number for
graphene–Pd separation of 2.5 Å. More data would be desirable
to give more weight to the values for the graphene/Pd interface
cited in Fig. 5 and substantiate its intermediate position. For
Ir multiple domains are observed at low growth temperature,
however, a single domain structure can be synthesized at high
temperature. This may indicate that it is at the border between
single andmultiple domain formation. Someof the values available
for the graphene–Ir separation seem quite large, i.e. larger than
the separation expected for the weak interacting metals. This may
be a consequence of the short-comings of DFT simulations in
weak van der Waals interacting systems. In the particular case for
graphene–Ir separation, the generalized gradient approximation
(GGA) was used which is known to overestimate the distance
for van der Waals interactions [100] and this may explain the
unreasonably large value for the separation. More recent DFT
calculations give a more reasonable value of 3.44 Å which is
also in excellent agreement with experimental studies using a
X-ray standing wave technique that indicate a mean separation
of 3.38 ± 0.04 Å, which is very close to the interlayer separation
of HOPG of 3.35 Å. Other properties, like the comparably small
corrugation of the moiré pattern and the intact π-band and Dirac
cones of graphenewould also justify classifying iridiumas aweakly
interactingmetal. Therefore Ir takes a special place in the sense that
it is the only weakly interacting metal on which graphene can be
grown in a single rotational domain structure.
The chemical reason for the different interactions between the
differentmetals and graphene can be given by first approximations
in the position of the d-bands of the metal surface below the Fermi
level [101], since the d-band electrons are primarily responsible
for the bonding with graphene. This can give some guidance in
justifying the differences in the interaction. In Table 1 the position
of the center of the d-band of the transition metal is compared
to the values for the graphene–metal separation d given in Fig. 5.
From this comparison one may reach an empirical categorization
of the metals in: (i) metals with their d-band center less than
∼2 eV below the Fermi level as strongly interactingmetals, and (ii)
metals with their d-band center below ∼2 eV as weak interacting
metals. However, the lattice-mismatch and ensuingmoiré-pattern
complicates the situation as the carbon atoms are forced away from
the most stable adsorption configuration. Therefore more detailed
electronic structure calculations are required to understand the
bonding. Recent advances in DFT calculations of weak van der
Waals systems and increasing computation power have shown
to be capable of tackling even large moiré-structures quite
successfully.

2.2. Graphene-growth on transition metals

In the quest of synthesizing high quality graphene by CVD
processes over transition metal substrates, a lot of effort has been
spent in trying to understand the fundamental growth processes
involved in the formation of macroscopic graphene sheets. Most
fundamental surface science studies on the growth of graphene
have been reported for Ru, Ir and Ni. These studies are aided by the
fact that graphene can be grown in UHV, i.e. by exposure to fairly
low pressures of hydrocarbons. Different processes have been
studied: (i) exposure to hydrocarbons at room temperature and
subsequent decomposition by annealing in vacuum, (ii) exposure
of the hot sample to hydrocarbons, and (iii) dissolving carbon
into the bulk and growing graphene by carbon segregation during
cooling. Recently some more interest was devoted to the growth
of graphene on Cu with the main goal to increase the grain sizes of
graphene. For growth of graphene on Cu by CVD processes usually
higher pressures are needed than accessible in a UHV chamber
and therefore graphene growth by hydrocarbon decomposition is
difficult under UHV conditions [84]. However, direct deposition
of carbon from a physical vapor source, i.e. a process similar to
molecular beam epitaxy (MBE), enables one to study graphene
growth on Cu under UHV conditions. In the following, we discuss
the growth studies on these different metal substrates.

2.2.1. Ruthenium
Growth of graphene on Ruthenium has been most thoroughly

studied. LEEM studies have given important new insights into the
growth dynamics [103–106]. In these studies it was identified
that atomic-step edges on graphene are overgrown by graphene
(carpet growth), but only in the down-direction of the staircase
of Ru-steps [103]. The graphene islands are attached to a step-up
edge, indicating bonding of graphene to the step. During growth,
carbon-atoms are being added to the ‘free’ island edge which can
overgrow step down edges with little ‘resistance’. Recent high
temperature STMmeasurements of the growth of graphene at step
edges have given a more detailed view of the interaction of the
graphene-growth front with steps [107]. It has been shown that
the growth front becomes rough when it crosses a step edge due
to the graphene traversing the step only locally rather than the
graphene growth front crossing the entire step simultaneously.
At low hydrocarbon pressures or high temperatures a different
growth was observed by high temperature STM. In this growth
mode the graphene does not cross the step, but instead the
underlyingmetal terrace grows togetherwith the graphene, so that
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Table 1
Comparison between d-band center of the transition metal surfaces and the reported values for graphene–metal separation
(for strongly corrugated moiré-structures the area with the smallest separation was chosen as this represents the areas with
strongest adsorption). From this comparison onemay roughly separate into strongly interacting metals with a d-band center
between the Fermi level and 2 eV binding energy and weak interacting metals with their d-band center at binding energies
below 2 eV.

Binding energy of d-band center
relative to Fermi energy [102] (eV)

Graphene–metal separation
(see also Fig. 5) (Å)

Co(0001) −1.17 2.1
Ni(111) −1.29 2.1
Cu(111) −2.67 3.3
Ru(0001) −1.41 2.1
Rh(111) −1.73 2.2
Pd(111) −1.83 2.5
Ag(111) −4.30 3.3
Re(0001) −0.51 2.1
Ir(111) −2.11 3.4
Pt(111) −2.25 3.3
Au(111) −3.56 3.3
the graphene remains on the same atomic-plane. This necessarily
requires ruthenium transport to increase the terrace size for the
graphene to growon. Formation of a single terrace for the graphene
to grow on was observed in both uphill, i.e. the etching of steps,
and downhill, i.e. the adding to Ru to steps. This process resulted
in multiple step heights in both uphill and downhill direction at
the edge of the graphene-covered terrace [107]. LEEM studies also
showed a related growth mode that involved Ru step etching. In
this growth, the graphene island grew at the step edge, which is
attached to the graphene sheet. This is possible by removing Ru
atoms from the step-up edge and simultaneously growing of the
graphene sheet. No step-bunching like in the high temperature
STM study was reported, however. It has been proposed that
these Ru-atoms that are removed from the step edge diffuse
underneath of the graphene sheet and nucleate Ru-islands or
attach to other step edges. Some evidence for the formation of
dislocation networks formed underneath of the graphene by these
etched Ru-atoms has been shown in STM images [106].

The clearest insight on the growth kinetics comes from el-
egant studies of the ‘carpet-growth mode’ by McCarty and
co-workers using the electron reflectivity in LEEM to give an
accurate measure of the carbon ad-atom concentration at the
metal surface [104,105]. Simultaneousmeasurement of the carbon
ad-atom concentration and the growth rate of individual graphene
islands allowed them to correlate growth rates with carbon
concentration on the surface. Fig. 7(a) shows the variation of the
carbon monomer concentration on the Ru-surface in a typical
experiment. It was shown that the behavior of the carbon con-
centration is independent of the carbon source, i.e. atomic car-
bon deposition, ethylene decomposition at the surface, or carbon
segregation from the bulk. In Fig. 7(a), the carbon concentration
increases with increasing carbon deposition at the surface. Once a
critical concentration is reached, graphene nucleates. This happens
on Ru at a carbon concentration of ∼0.035 ML. When graphene
is nucleated the C-monomer concentration drops as an equilib-
rium is established between carbon-monomers consumed by the
graphene islands and the carbon re-supplied to the surface from
the carbon source. If the carbon source is shut off the carbon
monomer concentration reaches another lower equilibriumwhich
is the phase equilibrium concentration between graphene and a
carbon monomer lattice-gas on the surface. On Ru, this equilib-
rium is around 0.017 ML of carbon at T = 1020 K. From an
Arrhenius plot of the equilibrium carbon concentration at differ-
ent temperatures, an enthalpy for carbon monomer formation of
E f
Ru = 0.31 eV has been derived [104]. Surprising was the finding

that the graphene growth velocity did not increase linearly with
the C-monomer concentration. Instead a non-linear behavior was
obtained; this can be appreciated in Fig. 7(b). The growth velocity
dependence on the carbon concentration can be fitted by:

v ∼


C
Ceq

n

− 1


(1)

with n ≈ 5. This behavior is explained if not carbon monomers
attach to the growing graphene front but instead graphene clusters
are pre-formed in the carbon lattice-gas and these clusters then
attach to the graphene. In this model n is the number of C
atoms in the cluster that attach to the graphene edge. This model
has given further justification by experimental findings of small
carbon clusters on Rh-substrates, even though they were of 7 C6
rings, i.e. 24 C atoms in size, rather than the 5 atoms expected
from the growth model [63]. The experimentally found carbon
concentration in LEEM was also verified by a simple rate theory
of epitaxial growth of graphene [108]. Optimizing the barriers in
the rate equations gave an excellent match to the experiment.
The physical reason why carbon monomers do not attach directly
to the graphene front may lie in the fact that carbon monomers
are fairly strongly bound to the metal at hcp sites, 1.0 Å above
the Ru surface atoms, whereas graphene is less strong bound to
Ru(0001) (2.1–3.6 Å above the surface; see e.g. Fig. 5). Therefore,
to attach a monomer to the graphene edge, it would need to
break the carbon–metal bond, which involves a large barrier and
thus makes this process unfavorable. Instead, intermediate carbon
structures may form that involve both C–C as well as C–metal
bonds. The formation of these intermediate structures may lower
the kinetic barriers by bridging the spatial and energetic gap
between C-monomers and graphene as illustrated schematically
in Fig. 7(c) [104].

2.2.2. Iridium
LEEM studies, like the one described for Ru, have also been

conducted for graphene growth on Ir [105]. It was found that the
growth on Ir follows the same cluster attachment scenario. Small
differences were found for the carbon-monomer concentration in
equilibriumwith graphene islands. On Ir, a lower carbonmonomer
concentration was found compared to Ru, indicating a higher
formation enthalpy, which was estimated to E f

Ir = 0.4 eV. Also,
while onRu the graphene islandswere found to only growdownon
the metal-step staircase, on Ir the steps do not impede its growth
direction and graphene has been found to grow in both up and
down step directions. This may indicate that graphene interacts
less strongly with Ir-steps. This is in agreement with the overall
weaker interaction of graphene with Ir compared to Ru. On Ir,
different rotational domains may form and the graphene domain
orientation has strong effect on their growth rate. Graphene
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Fig. 7. Growth studies of graphene on Ru(0001) by LEEM. The measurement of carbon monomer concentration on Ru-substrates throughout a typical experiment is shown
in (a). Initially, the monomer concentration increases until it reaches a graphene nucleation threshold, it then decreases to a stable steady-state reaction concentration. After
shutting of the C2H4 valve the carbon-monomer concentration reaches an equilibrium with graphene. In (b) the growth rate of graphene (monitored by LEEM) is plotted as
a function of the steady state C-monomer concentration. The clearly non-linear behavior is explained by a carbon cluster attachment mechanism that is illustrated schemat-
ically in (c).
Source: Reproduced from Refs. [104,105].
© 2009 and 2008, The Institute of Physics.
islands that nucleate later in the growth have been shown to
adopt different rotation relative to the substrate. Surprisingly,
these graphene islands have been found to grow much faster
than the initially nucleated islands. This demonstrates that the
edge orientation of the graphene relative to the substrate may
play an important role in the carbon attachment to the graphene
islands. In other studies it has been shown that the alignment of
graphene with the substrate is temperature dependent [55] with
single graphene orientations formed at high growth temperatures.
The initial nucleation and growth of graphene on Ir was also
investigated by STM [53]. Initial islandswere shown to beprimarily
terminated by zigzag graphene edges and a preponderance of
nucleation of graphene at Ir step edgeswas observed. In agreement
with LEEM studies that show that graphene are not strongly
bound to Ir-step edges, STM shows that the initially nucleated
graphene islands lie across the step edges with no indication
of graphene-edges terminating at Ir-steps. Initially formed small
graphene clusters have been investigated in a combination of
high resolution XPS and density functional calculations [109]. In
these studies it was shown that the edges of graphene nanoislands
interact strongly with the Ir-substrate while the interior of these
small graphene islands act like quasi-free-standing graphene.
These nanoislands may be graphitic precursor states to large
area graphene formation. For extended graphene sheets grown at
elevated temperatures and cooled to room-temperature formation
of ridgeswithin the graphene sheet are observed. These are regions
where the graphene is locally delaminated from the Ir-substrate.
These ridges form as a consequence of stress-relaxation induced by
the different thermal expansion coefficients of the metal substrate
and the graphene [110].

The formation of bilayer graphene by carbon segregation
from the bulk as well as elemental carbon deposition was also
investigated by LEEM on Ir(111) [52]. It was found that indepen-
dent of the carbon source the second layer nucleates in between
the graphene and themetal substrate. Also the second layer nucle-
ated more readily for first layer rotational variants that are more
weakly bond to the metal substrate. Nucleation occurred at sub-
strate defects and the second layer graphene is not necessarily ro-
tationally aligned with the first layer.

2.2.3. Nickel
LEEM studies of graphene growth by carbon segregation from

the bulk onNi(111) indicated a lownucleation density [111]. It was
found that a second layer may nucleate and grow underneath the
first layer upon its completion. The edges of the graphene islands
were straight for the first layer-island, dendritic for second and
straight again for the third layer again. This behaviorwas suggested
to arise from a variation of the interfacial-bond strength of the
graphene to the Ni substrate.

XPS studies of CVD graphene growth in UHV on a thin Ni(111)
epitaxial film onW(110) substrates showed that graphene growth
is self-terminating after completion of the first monolayer [112].
It is important to point out that these studies were performed
at low hydrocarbon pressures (2 × 10−7 Torr propylene) and a
clean metal, i.e. without significant amounts of carbon dissolved
in the Ni crystal. Upon exposure to propylene a C-1s signal at
283 eV binding energy was observed and the graphene signal
at ∼284.7 eV binding energy started to grow after around 100s
time delay. However, the 283 eV carbon peak was only observed
for growth temperatures below 600 °C. This peak was associated
with hydrocarbon fragments, although a nickel carbide phase
(discussed below) has a similar binding energy. As the graphene
film grows, the 283 eV carbon species diminishes and the graphene
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peak at 284.7 eV saturates at completion of a monolayer. At
higher growth temperatures (669 °C) graphene only exists at
the surface as long as carbon is supplied. Once the hydrocarbon
is shut off, the graphene peak decreases and disappears after
∼400 s. This indicates that carbon dissolves into the bulk at high
temperatures. This is consistent with AES studies that showed that
graphene is stable at the pure Ni surface up to 650 °C [70]. This
temperature is lower compared to the temperature determined
on a carbon saturated Ni crystal where graphene was found to
be stable up to ∼900 °C [18]. This illustrates that the stability
and growth of graphene on Ni is related to the subsurface carbon
concentration, which in many experiments is difficult to control.
In general a much lower hydrocarbon exposure is required for
graphene growth on ultrathin Ni-films (e.g. Ni/W(110)) than on
bulk Ni(111) samples, further indicating a significant loss of carbon
into the bulk during growth on bulk samples. Importantly, in
UHV growth studies of graphene, the growth temperature is also
adjusted below the phase stability temperature of graphene on
Ni which is only ∼650–700 °C (although this temperature may
increasewith increasing carbon concentration in the bulk) and this
enables monolayer growth at the surface, while in CVD growth
higher temperatures (∼900 °C) are commonly employed in a tube
furnace. This results in saturation of the Ni-bulk with carbon
and consequently graphene growth by carbon segregation upon
sample cooling [83].

In addition, Ni is special compared to all the other transition
metals investigated in that the surface exhibits a surface carbide
phase, i.e. carbon can form a third phase in addition to the dilute
carbon lattice gas and graphene overlayer. This phase is an ordered
surface-carbide, i.e. a carbide confined to the surface layer. Its
structure has been described as a quasi-square Ni2C overlayer on
the hexagonal Ni(111) surface with a

√
39R̄16.1° ×

√
39R16.1°

structure where R̄ and R represent rotation in clock- and
counterclockwise direction, respectively [113,114]. This structure
and a representative STM image of the surface carbide face
are shown in Fig. 8(a). The surface carbide and graphene have
characteristic AES CKVV peak shapes as shown in Fig. 9(a) and
(b). Therefore, AES can be used to differentiate between carbide
and graphene. This difference in the AES CKVV peak was used
to understand the thermal stability of these surface phases. As
mentioned above, the graphene is stable to 650 °C while the
carbide is only stable to 460 °C; above these temperatures carbon
dissolved into the bulk. Consequently, between 460 °C and 650 °C
graphene grows on pure Ni without the presence of a carbide.
The lower phase stability temperature of the carbide compared
to the graphene surface phase, also has the consequence that if
graphene is grown by carbon segregation from the bulk upon
sample cooling the graphene phase forms before the carbide can
form and thus under these conditions graphene is grown in the
absence of a carbide. In UHV studies the graphene growth can
be monitored in AES as shown in Fig. 9 where the CKVV only
shows the peak shape characteristic of graphene. Below 460 °C
a carbide can form whose formation is rather rapid compared
to the growth of graphene. The carbide phase once formed may
prevent the nucleation of the carbon-denser graphene phase by
carbon segregation from the bulk. It has been proposed that such a
graphene nucleation barrier occurs because the ordered carbide is
a ‘line-phase’ within a carbon–Ni(111) surface phase diagram and
slight variations from the ideal carbon concentration is associated
with a high energy cost [70]. Once graphene nucleated within
the surface carbide the graphene sheet can grow. This has been
observed by the transformation of CKVV AES signal from a carbide
to a graphene peak shape (see Fig. 9(e) and (f)). This growth of
graphene is fundamentally different than the growth of graphene
in the absence of the carbide. As STM imaging shows, the growing
graphene does not have ‘free’ edges in the presence of a carbide but
rather is in direct contact with the carbide phase, i.e. the graphene
and the carbide exist in the same atomic layer and form an in-
plane phase-boundary [73]. At this boundary graphene is formed,
presumably by replacingNi-atoms by carbon. A consequence of the
growth of graphene at the boundary to the surface-carbide is that
not theNi(111)-substrate but the carbide boundary determines the
orientation of graphene. The carbide phase is rotated by 3° relative
to the ⟨1–10⟩ direction of the Ni(111) substrate (see Fig. 8(a)).
This rotation is imposed on the growing graphene bymatching the
graphene to the carbide at its common boundary. The rotation of
the graphene with respect to the substrate causes the formation of
a moiré superstructure, which is not observed if graphene grows
in the absence of the carbide at elevated temperatures. Fig. 8(b)
shows the moiré structure observed in STM as well as the one-
dimensional interface between the graphene and carbide phases.

In conclusion, on Ni, three distinctively different growth
scenarios can be observed. Below 460 °C a Ni2C surface phase
forms readily and graphene growth appears to proceed by the
in-plane transformation of the carbide along a one-dimensional
graphene-Ni2C phase boundary. At temperatures between 460 and
650 °C graphene grows on pure Ni and the growth mechanisms
may not differ much from that on other transition metals. Above
650–700 °C carbon dissolves into the bulk and graphene is only
formed during cooling of the sample by carbon precipitating to the
surface.

2.2.4. Copper
The growth of graphene on copper has been motivated by the

low carbon solubility in copper because this suppresses multilayer
formation due to carbon segregation from the bulk. This enables
self-terminating single layer growth even under high pressure
conditions. However, copper is fairly non-reactive and sufficient
hydrocarbon decomposition for CVD growth of graphene only
occurs at elevated pressures and high temperatures. The growth
temperatures for graphene are close to themelting temperature of
copper and this may cause problems in the stability of the copper
substrate.

As outlined above, the interaction between graphene and
copper is weak and this may explain the observations that
step edges and surface facets and grain boundaries in a copper
substrate are easily ‘crossed’ by the growing graphene sheet. On
the other hand, the weak interaction leads to the formation of
many rotational domains and thus it is challenging to obtain large
single crystalline domains. However, minimizing the nucleation
density by choosing appropriate conditions during CVD growth
have recently shown to achieve single crystal graphene grains
on copper foil as large as 0.5 mm in side-length [115]. To
overcome the low decomposition rate of hydrocarbons in vacuum,
graphene growth on copper foil was conducted by elemental
carbon deposition, which enabled LEEM investigations of the
graphene growth [116]. In these experiments copper foil was (100)
textured, as is the case for most cold-rolled copper foils, with grain
sizes as large as 1 mm. Thus for all practical purposes this can
be considered a single crystal study on Cu(100). Heterogeneous
nucleation of graphene was observed. At each nucleation site,
four graphene grains nucleated and grew approximately in the
⟨001⟩ direction of the substrate. Each of the graphene grains had
a different crystallographic alignment with the substrate. Higher
growth velocities of graphene in the ⟨001⟩ direction of the copper
substrate resulted in a four-lobed graphene island consisting of
the four graphene grains, as shown in Fig. 10. The dependence
of the growth velocity on different substrate directions is not
well understood yet, but it may indicate that the way the edges
of the graphene bond to the substrate influences the carbon
attachment rate to the graphene edge. Graphene only grew at
substrate temperatures of above ∼790 °C. At this temperature
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Fig. 8. Carbon phases on Ni(111). The structural model and STM image of the Ni2C surface phase is shown in (a). It consists of a quasi-square carbide phase with a ‘clock-
reconstruction’ on top of the hexagonal Ni(111) surface, giving rise to a large unit cell. A STM-‘snapshot’ of the transformation of the carbide phase into graphene is shown
in panel (b). The left large scale (150 nm) image shows regions of graphene with a moiré-pattern and carbide patches. Zoomed-in images characterize the carbide–graphene
interface shown on the right side of panel (b). It is apparent that the carbide and graphene are within the same atomic layer and the 1D-interface is perfectly matched, i.e. no
defects are discernible.
Source: Adapted from Ref. [73].
© 2011, The American Chemical Society.
sublimation of copper from step edges occurs. As retreating step
edges interfere with a graphene island, the sublimation rate from
the step edge is suppressed, presumably because the Cu-atoms
are trapped underneath the graphene and need to diffuse to the
edge of the graphene island to leave the surface. This causes the
surface morphology to change with mounds forming underneath
the graphene islands. The formation mechanism by retreating
step edges is schematically shown in Fig. 10(f)–(i). This surface
roughening may influence the quality of the graphene that can be
obtained. Note, that for the abovementioned 100’s of micrometer-
sized graphene grains, the Cu-foils was enclosed by copper [115].
This may help to reduce the loss of copper from the surface by
resupplying copper from surrounding copper surfaces.

2.2.5. Summary of graphene growth on metals
Table 2 gives an overview of graphene growth studies on late

transitionmetals. The carbon solubility in the transitionmetal bulk
indicates whether graphene may grow (additional layers) upon
cooling by carbon segregation from the bulk. Multilayer formation
in high-carbon solublematerialsmay be counteracted by the use of
thin-metal films rather than bulk metal foils to reduce the amount
of dissolved carbon in the metal.

UHV studies of graphene growth on various metals have
given detailed insight in the formation mechanisms of graphene.
Especially in-situ LEEM studies have provided information on
the dynamics of the growth. Furthermore, there is evidence that
CVD growth at elevated hydrocarbon pressures follow the same
fundamental growth processes as those revealed by the UHV
studies. It has been shown that graphene growth on both Ru and
Ir, i.e. a strong and weak interacting substrate, occurs by addition
of carbon clusters to the graphene edges rather than carbon
monomers. This may be a universal process for graphene growth
on transition metals as the carbon monomers are more strongly
bond to the substrate and the formation of intermediate carbon
clusters may reduce the energetic barriers for carbon attachment.
Also, for the growth of graphene on Ir it was found that the growth
velocity depends on the orientation of the graphene relative to the
substrate and for graphene on Cu(100) the growth velocity was
non-uniform with the substrate direction. This may imply that the
interaction of the graphene edges with the substrate may also play
an important role for the carbon attachment rate. DFT calculations
for graphene on Ni, for instance, have shown that the graphene
edges form bonds to the Ni-substrate [70]. Breaking these bonds
for attaching carbon will add to the ‘carbon attachment barrier’.
The strength of the bond to the substrate will depend sensitively
on the position of the edge atoms relative to the substrate atoms
and therefore this may give rise to orientation dependent barriers
and growth rates. However, there exist no detailed studies of such
effects to date.

Although there are similarities between the growths of
graphene on different metals there are also differences. On Ru,
for instance, it appears that graphene interacts strongly with
step edges which causes the growth of graphene in a step down
direction only and under certain growth conditions the etching of
step-up edges. On Ir, the interaction with steps is much smaller
allowing the growth of graphene over both, up and down step
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Fig. 9. Graphene growth on Ni(111) monitored by Auger electron spectroscopy (AES). AES can be used to differentiate between graphene and carbide surface phases. (a)
and (b) show the CKVV Auger signal for the carbide and graphene phase, respectively. The growth of graphene by carbon segregation from the bulk is monitored by AES in
(c) and (e) for temperatures above and below 460 °C, respectively. Upon annealing to above 460 °C the carbide signal disappears and the graphene grows in the absence of
any surface carbide on Ni(111), whereas at low temperatures the carbide transforms into graphene in accordance with the STM-images show in Fig. 8. The time evolution
for the carbide and graphene components for graphene growth by carbon segregation above and below 460 °C is shown in (d) and (f), respectively.
Source: Adapted from Ref. [73].
© 2011, The American Chemical Society.
edges. On Cu the interaction between graphene and the substrate
is very weak allowing overgrowth of steps and larger surface
features such as facets and grain boundaries. Ni is special for all the
transition metals in that it has a carbide surface phase in addition
to graphene. The carbide phasemayplay a role for low temperature
growth. However, if graphene is grown by carbon segregation from
the bulk by cooling from high temperatures, then the graphene
sheet is likely to formbefore the lower phase-stability temperature
of the surface carbide is reached and thus the carbidemay never be
observed.

2.3. Graphene-moiré patterns as templates for metal cluster forma-
tion

The corrugation arising from the latticemismatch or rotation of
the graphene lattice with respect to the metal substrate has been
recognized as a template for self-assembly of metal clusters. The
strongly verifying interaction of the graphene sheet with themetal
substrate depending on the position of the carbon atoms with re-
spect to the metal lattice gives rise to a corrugated surface, as dis-
cussed in detail in Section 2.1. Vapor-deposited metals on these
corrugated graphene sheets may experience different adsorption
strengths at different sites, resulting in preferred nucleation sites
within the moiré superstructure unit cell. Preferential nucleation
sites of deposited metals on graphene moiré patterns have been
observed for several systems: Ir [122], (Pt, W, Re, Fe, Au) [123]
on graphene/Ir(111); (Pt [124,125], Co [126], Rh, Pd, Au) [127],
Ru [128] on graphene/Ru(0001), andNi [129] on graphene/Rh(111).

The adsorption sites of metal clusters in graphene moiré
structures may depend on the substrate material. For metal
adsorption on graphene/Ir it was observed in the STM images
shown in Fig. 11(a) and (b) that sites in the moiré-pattern where
the carbon ring is centered over the hcp-hollow site of the Ir(111)
substrate (see Fig. 1(b)), are the preferred nucleation sites [101,
123]. This contrasts with the moiré structure on Ru(0001), where
sites with the carbon ring centered over the fcc-sites (Fig. 1(c)) in
the moiré-pattern acts as the preferred nucleation site [127,128]
whereas for Ni on graphene/Rh(111) nucleation in both fcc and hcp
sites were observed [129]. The cluster formation and their thermal
stability also depend on the cluster material.

On graphene/Ir(111) highly perfect cluster superlattices can
be grown for Ir, Pt, W, and Re; see for example Fig. 11(c) for Ir
clusters. For Ir clusters initial growth is 2D and it transforms to 3D
growth when the cluster reaches ∼25 atoms [101]. Investigations
of the thermal stability showed that the Ir-clusters were the most
stable. Pt clusters also remained intact to annealing temperatures
up to 400 K. It has been suggested that the cluster decay is due to
merging ofmetal clusters, i.e. at elevated temperatures the clusters
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Table 2
Summary of graphene growth on late transition metals and comparison of lattice constants between graphene and densely packed metal surfaces. The values for the bulk-
carbon solubility for the transitionmetals has been taken fromRef. [117]. The growthmethods are categorized as CVD: using a tube furnace CVD-reactor; UHV-CVD: exposure
of metal samples to low pressure hydrocarbons (equal or less than 10−6 Torr) inside a UHV chamber; MBE: vapor deposition of atomic carbon onto ametal substrate in UHV;
and ethylene irradiation: using a low energy ion gun to irradiate the surface ethylene ions.

Surface lattice constant
(Å)

Carbon solubility at
1000 °C (at.%) Ref. [117]

Graphene growth method/comment

Graphite 2.46

Co(0001) 2.52 3.41 UHV: dehydrogenation of adsorbed hydrocarbons [81]

Ni(111) 2.49 2.03 UHV-CVD; < 10−6 Torr hydrocarbon (commonly ethylene) at
∼500–650 °C; the required exposure depends on sample T and
sample (bulk Ni [68] vs. Ni-film on W(110) [112]).
CVD (CVD on Ni-foils at > 900 °C mostly leads to multilayer
graphene formation by carbon segregation from the bulk [83])

Cu(111). Most Cu-foils
have a (001) texture 2.56 0.04

UHV: dehydrogenation of adsorbed hydrocarbons [84];
CVD(on Cu foil has become the mainstream method for
monolayer graphene synthesis [31,32]);
MBE [118]

. . Ethylene irradiation [119]

Ru(0001) 2.71 1.56 UHV-CVD [103]

Rh(111) 2.69 0.89 UHV-CVD [67]

Ag(111) 2.89 0.01 Graphene/Ag interfaces only formed by Ag-intercalation;
graphene has not yet been directly grown on Ag substrates.

Pd(111) 2.75 5.98 UHV-CVD [64,65]

Re(0001) 2.76 4.39 UHV-CVD [66]

Ir(111) 2.72 1.35 UHV-CVD [50,53]

Pt(111) 2.77 1.76 UHV-CVD [17,59]

Au(111) 2.88 0.01
CVD [120]
Ethylene irradiation [119]
MBE [121]
Fig. 10. LEEM study of graphene growth on copper foil with (100) texture. Four-lobed graphene islands are observed (a). Dark-field LEEM images in (b)–(e) demonstrates
that each lobe is a separate graphene grain with different orientation relative to the Cu(100) substrate. The high temperature needed to grow graphene on Cu causes Cu-
sublimation from the substrate,which causesmound-formation underneath the graphene islands. Themechanismofmound formation is illustrated in (f)–(i). Cu-sublimation
is reduced underneath of the graphene islands causing a ‘pinning’ of retreating monatomic step edges and thus causes the build-up of a mound.
Source: Reproduced from Ref. [116].
© 2010, The American Chemical Society.
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Fig. 11. Ir-cluster arrays on Ir(111) supported graphene. (a) Atomic-resolution STM
image of the pristine moiré structure of graphene on Ir(111). (b) STM image of
adsorption of Ir (0.02 ML) on top of the graphene moiré structure. Preferential ad-
sorption of Ir in the ‘depressed’ regions of the moiré is apparent. (c) Ir-cluster su-
perlattice obtained by depositing 0.8 ML Ir on graphene/Ir(111). Large scale image
0.5 µm × 0.3 µm, inset 50 nm × 30 nm.
Source: Reproduced from Ref. [101].
© 2006, The American Physical Society.
Source: Reproduced from Ref. [123].
© 2009, Institute of Physics.

fluctuate around their equilibrium position and once they make
contact with an adjacent cluster, the two clusters merge. Ni, Fe,
and Au did not lead to ordered superlattice growth, although some
preferential nucleation is evident at low growth temperatures.
It has been shown, however, that ordered arrays may still be
obtained for these elements by first seeding the cluster growth
by depositing low amounts of Ir, which then ‘anchor’ Ni, Fe, or Au
clusters [123].

On graphene/Ru(0001), Pt and Rh form finely dispersed metal
clusters while Pd and Co form larger clusters at similar metal
coverage. Au initially nucleates at fcc sites similarly to the other
metals but continues to grow in a 2D fashion all over the graphene,
covering the entiremoiré-structure. Rh clusters exhibit the highest
thermal stability with little changes up to annealing temperatures
of 900 K. At this temperature Ostwald ripening is setting in,
i.e. atoms diffuse from smaller to larger clusters [127]. This is
in contrast to the coalescence of clusters suggested for Pt on
graphene/Ir(111).

The formation and stability of clusters on graphene moiré
structures obviously depends on the deposited metal. There are
several parameters that can give rise to the different behavior
of the metals, such as lattice constant of the deposited metals,
cohesive energies of the metals, and the interaction (bond
strength) between the metal and the graphene. The high stability
of Ir on graphene/Ir(111) has been explained by DFT calculation to
be a consequence of strong Ir–C bonds through a re-hybridization
of the carbon from sp2

→ sp3 underneath of Ir clusters with
at least two Ir-atoms [130,131]. Such a mechanism may also
explain the stability of Rh clusters on graphene/Ru(0001). Onemay
conclude that the different local arrangements of carbon atoms
within the moiré supercell only allows re-hybridization of the
carbon from sp2

→ sp3 in certain areas of the moiré structure
and thus cause a strongly varying admetal–carbon interaction.
This determines the nucleation and ordering of metal clusters,
for metals that can induce the re-hybridization in the graphene.
For admetals that do not induce sp2

→ sp3 re-hybridization
the local variation of the adsorption energy within the moiré
structure is weak and therefore the metal cohesive energy favors
formation of larger clusters without preferred adsorption sites
on the graphene moiré-structure. The transition from 2D metal
cluster to 3D metal clusters depends on the relative difference
of metal–carbon bond strength and metal cohesive energy. If
the metal–carbon dissociative energy is larger than the cohesive
energy, 2D clusters form. With increasing cluster size the cohesive
energy increases and therefore the cluster shapes transforms to
a 3D growth once a critical cluster size is reached [127]. The 2D
growth of Au on graphene/Ru(0001) up to a coverage of 0.75 ML
and its stability up to room temperature [132] is not explained by
the interplay of metal–carbon bonds and metal cohesive energy,
though, indicating that in specific cases other phenomena become
important. The unusual growth of Au on graphene/Ru(0001) is as
yet unexplained.

Highly uniform metal cluster superlattices may be interesting
model systems for metal cluster research. For instance graphene
supported metal clusters, especially those with high thermal
stability, may make excellent model systems for heterogeneous
catalysis research. Also it already has been shown that the
unusual 2D Au layer on graphene may have exciting catalytic
properties such as catalyzing CO oxidation [127]. Also studying
magnetic properties of metal clusters would be interesting [129],
unfortunately most interesting materials for this purpose (Fe, Ni,
Co) do not form well ordered superlattices.

3. Making ribbons and other graphene structures: cutting,
etching, and template-growth of graphene

One attractive prospect of graphene, in contrast for example
to carbon nanotubes, is that it can be handled as a wafer and
patterned and cut by lithography methods much like in today’s
silicon technology. A potentially major application of graphene is
in high frequency field effect transistors (FETs). To use graphene
in FETs a sizable band gap is required, however [133]. One way to
introduce a band gap in graphene is to laterally confine the charge
carriers, which may be achieved by making graphene nanoribbons
with limited widths. In nanoribbons, the band gap becomes
dependent on thewidth and the edge orientation [134–137]. In this
chapter we discuss different approaches to synthesizing graphene
nanoribbons [138] and other morphologies. We mainly focus on
self-formation processes and not on direct lithography methods,
like cutting of graphene with an STM [139] or an atomic force
microscope (AFM) [140] tip out of a graphene sheet, or other
lithography methods using deposition/exposure masks [141,142].
An important aspect to the functionality of graphene ribbons is
the structure and termination of the edges. Atomic-scale edge
structures are discussed in Section 4.

3.1. Direct growth of nanoribbons

Graphene nanoribbons are potentially important for FETs. The
lateral quantum confinement of electrons in the ribbons opens a
band gap which is essential for sufficient on/off switching ratios
in FET applications. In this section we are investigating various
approaches for the fabrication of nanoribbons that may be used as
model systems for proof-of-principle devices or as building blocks
in future electronic applications.
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Fig. 12. SEM images of multilayer graphene nanoribbons grown by a chemical vapor reaction process.
Source: Reproduced from Ref. [145].

© 2008, The American Chemical Society.
3.1.1. Growth using a catalyst
Multilayer graphene fibers (or graphite) with limited widths

may be obtained in similar ways as carbon nanotubes from
catalyzed growth on metal or carbide nanoclusters in a CVD
process. This has been demonstrated as early as 1990 [143]. In
these early studies graphite nanoribbons were produced through
decomposition of CO/H2/Fe(CO)5 at 400–700 °C. These graphite
ribbons had dimensions of 10 µm long, 100–700 nm wide, and
10–200 nm thick with an iron carbide particle at the end. More
recent studies investigated the formation of graphite filaments by
decomposition of ferrocene and tetrahydrofuran at 950 °C [144]
and ferrocene/ethanol/thiophene also at 950 °C [145]. The latter
approach produced ribbons∼40 graphene layers thick, 20–300 nm
in width, and tens of microns in length as is shown by the SEM
images in Fig. 12.

3.1.2. Growth at surfaces
Surfaces as templates: Surfaces may act as a template if they

exhibit morphologies that assist assembly of nanostructures. Such
morphologies may be (periodic) step edges on vicinal surfaces or
certain crystallographic orientations on faceted surfaces. There are
no recent studies that would clearly demonstrate by microscopic
means that such surface morphologies can be successfully used
for the fabrication of graphene nanoribbons. Older reports
indicate that graphene nanoribbons may be grown on vicinal Ni
surfaces [146–148]. However, the recent findings that graphene
easily grows across step edges cast some doubt on these reports.
For carbide surfaces, the TiC surface has been claimed to be a useful
template for growing graphene with limited lateral extend [149].
A TiC(111) surface facets into ‘pyramids’ with (100) microfacets
of ∼200 nm upon annealing. Graphene can be grown on this
microfaceted surface as demonstrated by ARPES. A vicinal TiC(410)
surface exhibits (100) terraces of 0.886 nm width and it was
suggested that this allows growth of graphene nanoribbons of the
same size. This may need further investigation though.

Molecules as building blocks: An exciting new approach of de-
signing graphene ribbons and other graphene nanostructures has
been recently demonstrated by coupling of molecules into chains
at surfaces [150]. In these experiments precursor hydrocarbon
molecules with two halogen endgroups were deposited from a
Knudsen cell on a gold or silver surface. At the deposition tem-
peratures of ∼200 °C the halogen atoms are removed from the
precursor molecules, yielding biradical species. These form the
building blocks for chain molecules. As the radicals diffuse across
the surface they undergo radical addition reaction. Subsequent
annealing to higher temperatures (∼450 °C) a surface assisted
cyclodehydrogenation reaction establishes an extended fully aro-
matic system. Fig. 13(a) shows the schematic reaction path for
this process for 10,10′-dibromo-9,9′bianthryl precursors. This pro-
cess results in graphene nanoribbons of uniform width with arm-
chair edges and 7 carbon rows wide. STM images of the final wires
are shown in Fig. 13(b) and (c). By choosing other appropriate
precursors the width of the graphene ribbons can be selected or
more complex graphene architectures can be achieved such as
zigzag wires or Y -junctions within the wires. The versatility of this
approach and the high accuracy by which it allows to control
the ribbon size and morphology makes this a promising method
for synthesizing graphene nanoribbons with well controlled, pre-
defined properties. One challenge for practical application may be
the scalability of the process and the controlled transfer of the
ribbons into devices. The controlled assembly of graphenenanorib-
bons appears to be a similar problem to that of making carbon
nanotube electronics.

3.2. Chemical cutting and etching

Atomic oxygen and hydrogen can attack graphene. Initially
chemisorbed species may form at the graphene surface (see
Section 5); however, especially at elevated temperatures complete
oxidation of graphene may occur. Edges of graphene are much
more prone for chemical attack allowing for selective etching of
graphene edges by hydrogen or oxygen if the parameters are
chosen correctly. Graphene sheets can be patterned by delivering
etchants (such as hydrogen or OH− radicals) at predefined
locations. One way to achieve this is by using a patterned catalyst
that activates the etchant locally, e.g. cracking H2 into atomic
hydrogen. In the following we briefly summarize methods that
have been developed to chemically attack graphene in order to
obtain defined nanostructures.

3.2.1. Unzipping of carbon nanotubes
Graphene nanoribbons can be obtained from carbon nanotubes

by ‘unzipping’ them along their axis by oxidative processes.
Ab-initio computational studies of the unzipping process propose
that epoxy groups that are formed during oxidation have a
tendency to align in a line. These aligned epoxy groups then cause
rupture of the underlying C–C bond causing the unzipping of
the graphene sheet [151]. This process causes the termination of
the newly created graphene edges with carbonyl groups [152].
A solution based oxidative process using sulfuric acid (H2SO4)
and potassium permanganate (KMnO4), as an oxidizing agent,
has been shown to unzip multiwall carbon nanotubes [153]. This
process resulted in oxygen containing edge groups that can be
removed by annealing in hydrogen. In a related study it was
shown that the unzipping process can be optimized at 60 °C
and adding a second acid (C2HF3O2 or H3PO4). The second acid
prevents the creation of vacancies in the nanoribbon. Furthermore
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Fig. 13. Synthesis of graphene ribbons on Au(111) surface by molecular coupling reactions. (a) Schematic of molecular reactions. (b) and (c) STM image of the graphene
nanoribbons obtained in this process.
Source: Reproduced from Ref. [150].
© 2010, The Nature Publishing Group.
the degree of oxidation can be adjusted by controlling the amount
of oxidizing agent (KMnO4). This results in much longer (>5 mm)
and narrower ribbons (<100 nm) with more atomically perfect
edges [154]. Plasma etching [155] of partially polymer-embedded
nanotubes enabled the production of graphene nanoribbons with
a narrow (10–20 nm) width and better edge quality. Unzipping by
alkali-atom intercalation was demonstrated for Li intercalation in
conjunction with ammonia [156].

3.2.2. Cutting graphene with catalysts
Ni [157,158] or Fe [159] metal clusters deposited on graphene

or HOPG can etch graphene if heated in a hydrogen atmosphere.
It is proposed that the metal acts as a catalyst to promote
hydrogenation reactions as follows:

C(s) + 2H2(g)
Ni/Fe
−→ CH4(g). (2)

This etching process yields straight edges determined by the
crystallographic orientation of the graphene. It has been proposed
that preferential zigzag or armchair edges can be obtained
depending on the metal cluster size [158]. Defects of free edges
in the graphene may act as obstacles that cause a ‘deflection’ of
the cluster and change in the etching direction, allowing for some
control of the obtained etching pattern.

Photocatalytic patterning of graphene was demonstrated by
using a TiO2 photomask that is brought in close proximity to
graphene [160]. Illumination of the photomask generates OH−

radicals that attack the graphene and locally etch it. By patterning
the TiO2 mask using standard lithography techniques arbitrary
patterns can be etched into graphene. This is a solution-free,
potentially scalable and cost-efficient approach for structuring
graphene and the fabrication of graphene based devices.

3.2.3. Chemical etching of graphene edges
Narrowing of graphene nanoribbons was achieved by selective

etching from the edges. Using a hydrogen plasma at a sample
temperature of 300 °C it was possible to narrow graphene
nanoribbons obtained from unzipping carbon nanotubes to a sub-
5 nm width [161]. Importantly at this sample temperature no
damage of the graphene basal plane was observed. An etching rate
of 0.27 ± 0.05 nm/min and 0.10 ± 0.03 nm/min was measured
for single layer and multilayer graphene, respectively. The same
group also demonstrated selective etching of graphene edges of
graphene pre-patterned by standard lithography techniques. In
this way wide graphene features can be formed by lithography
and then critical features can be narrowed to a desired width
of <10 nm [162] and thus obtain feature sizes that are beyond
the resolution of standard lithography. The authors experimented
with different O2 and H2 or NH3 mixtures. The best results, i.e.
slowest etching rate of 1 nm/min, was obtained under ∼25 mTorr
of O2 in 1 Torr of 10% NH3 in Ar. The prepared nanoribbons
demonstrated a high on/off ratio of ∼104 at room temperature in
field effect transistors built with sub-5 nm graphene nanoribbon
semiconductors.

The dynamics of oxygen etching of metal (Ru, Ir) supported
graphene islands were investigated by LEEM [163,164] and
photoemission electron microscopy (PEEM) [165] in UHV. Two
etchingmechanismswere observed [164]. One etchingmechanism
observed for 980–1070 K and O2 pressures of 5 × 10−7 Torr, is
the inverse of graphene growth, i.e. oxygen is consuming carbon
monomers on the metal surface by reacting carbon to CO. This
causes the detachment of carbon from the graphene to re-establish
a carbon-equilibrium between carbon in the lattice gas and carbon
in graphene. For graphene on Ir, etching rates dependent on the
orientation of the graphene relative to the substrate was found,
which is also in agreement to the observations of orientation
dependent graphene growth discussed in Section 2.2.2. In a
second etching mechanism oxygen intercalates underneath the
graphene [166], which destabilizes the graphene and can cause
formation of holes in the graphene islands. Intercalation of oxygen
at 550 K and subsequent raising of the temperature to 720 K
resulted in direct attack of graphene by oxygen at an extreme rate.
For bilayer graphene, it was observed that both layers were etched
simultaneously rather than sequentially.

3.3. Electron beam induced damages and patterning

Energetic electron beams can lead to carbon sputtering. The
threshold energy for displacing a carbon atom from the hon-
eycomb lattice is 18–22 eV according to first-principle calcula-
tions [167,168] and 18–20 eV according to experiments [169,170].
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This displacement energy requires an electron beam energy of
90–100 keV to form defects by a ‘knock-on’ process [171]. These
are values that are easily reached in transmission electron mi-
croscopes (TEMs) and scanning transmission electronmicroscopes
(STEMs) and therefore these instruments have been used to cre-
ate defects and simultaneously characterize them. By choosing the
electron beam energy of 80 keV, i.e. just below the threshold for
knock-on damage, it was shown that one can still remove themore
weakly bond carbon atoms at edge-sites of multilayer graphene.
This enables one, for example, to selectively remove monolayers
from the surface [172]. The preferential removal of edge atomswas
also used to narrow graphene nanoribbons, and even to eventu-
ally obtain a single carbon-atom thread, i.e. either polyyne (. . . C ≡

C–C ≡ C . . .) or cumulene (. . . C=C=C=C . . .) [173]. The formation
of point defects for electron energies above the knock-on thresh-
old and the eventual transformation into amorphous carbon was
also studied in high resolution aberration corrected TEM [174].
Point defects in graphene will be described in Section 4. A fo-
cused electron beam can also be used to form nanometer scaled
pores, slits, and gaps within suspended graphene without intro-
ducing long range distortions of the graphene [175]. Thismay open
up opportunities for the design and fabrication of more complex
graphene structures for research purposes. Irradiation of multi-
layer graphene by highly energetic electrons in air resulted in an
oxidation of graphene [176]. This is a consequence of the creation
of reactive sites in electron beam damaged graphene. If used in a
controlled way (electron current and ambient), this may be an ap-
proach for chemically functionalizing graphene.

4. Atomic-scale imperfections in the graphene

Defects can be characterized by their extent as zero, one,
or two dimensional defects. A point defect (zero dimensional)
may be vacancies or interstitials; in graphene a structural defect
described by a bond rotation (Stone–Wales defects) is also
possible that does not require any change in the carbon density.
The restructuring of the carbon lattice surrounding these point
defects causes them to exhibit a lateral extent of ∼1 nm.
Extrinsic defects such as substitutional dopants on the other
hand may maintain the hexagonal lattice in first approximation.
Higher dimensional defects such as (one-dimensional) dislocations
are properties of 3D-bulk materials where it is defined by a
Burgers vector and a dislocation line. Strictly speaking dislocations
cannot exist in a 2D material like graphene. Two dimensional
defects in bulk materials, such as grain boundaries, become 1-D
defects in graphene. All these defects have fairly high formation
energies. Even zero dimensional defects such as single vacancies or
Stone–Wales defects have formation energies of 7.3–7.5 eV [177],
and 4.5–5.3 eV [178,179], respectively. As a consequence, graphene
has very few defects in thermodynamic equilibrium at room
temperature. However, there have been only a few studies of
the defects that may form during growth by, for example, CVD
processes at metal surfaces. It is likely that under various growth
conditions defects may be (kinetically) trapped in the graphene
sheet. Another more obvious defect that forms in graphene grown
by CVD on weakly interacting metal surfaces (e.g. on Cu or Pt)
is rotational domain boundaries. These defects, in addition to the
structure of free graphene edges, the effects of impurities, and 1D
heterointerfaces, are discussed in this chapter.

4.1. Intrinsic point defects and defects with limited lateral size

In this sub-section we discuss pure carbon structures with
defects of only very limited extent, i.e. defects that are surrounded
by undisturbed honeycomb lattice. These defects may be single
defects or an array of defects that form a closed loop structure.
Strictly speaking these are not all point defects since some can have
a lateral extend of a few nanometers. We categorize these defects
by the number of carbon atoms, i.e. we distinguish defects that
have the samenumber of carbon atoms, and defects that havemore
or less carbon atoms compared to a defect-free graphene lattice.

4.1.1. Structure of defects
Defects maintaining carbon density: A bond rotation by 90° of a

C–C bond in graphene causes the formation of two pentagons and
two heptagons. This kind of defect is called a Stone–Wales defect
and does not require any removal or addition of carbon. The high
formation energy of∼5 eV indicates that it only forms at very high
temperatures or under electron irradiation in for example a TEM.
Once formed, it should remain stable at room temperature because
of a high barrier for the reverse transformation. Fig. 14(a) shows a
structural model and a TEM-micrograph [180] of the Stone–Wales
defect.

Other potential defect structures that do not change the carbon
density are closed loop grain boundaries [181]. Conceptually, this
can be described by cutting-out a small piece of the graphene,
rotating it, and then re-inserting it into the graphene. For certain
sizes and rotation angles the edges can be ‘stitched’ back together
by connecting carbon atoms such that all the atoms are three-
fold coordinated and form pentagonal and heptagonal rings.
In this procedure the number of carbon atoms is conserved.
Depending on the area that is ‘cut-out’ this may become a large
defect that is better categorized as a two-dimensional defect
with limited lateral extent. However, there is no evidence that
larger closed loop boundaries actually form. Fig. 15 shows possible
closed loop grain boundary configurations. In the concept of
closed-loop grain boundaries, the Stone–Wales defect may be
considered as the smallest closed loop grain boundary with the
core consisting of two atoms rotated by 90°. The formation
energy per pentagon–heptagon pair is the lowest for the structure
shown in Fig. 15(b) with only 1.2 eV compared to 2.5 eV for the
Stone–Wales defect (note that there are two pentagon–heptagon
pairs in a Stone–Wales defect and therefore the energy quoted here
is half the total formation energy). ‘Flower-like’ defects have been
observed in TEM for graphene grown by CVD on Ni substrate [182]
and by STM on graphene on SiC [183,184] (see Fig. 15(f)). It has
been suggested that these ‘flower like’ defects correspond to the
low energy loop grain boundary in Fig. 15(b).
Defects with reduced carbon density: If a single carbon atom is
removed, two of the three dangling bondswill recombine and form
a pentagon. One dangling bond will remain unsaturated though
and this results in a fairly high formation energy of ∼7.5 eV. This
structure is shown in Fig. 14(c). Double carbon vacancies allow
the graphene structure to restructure in a number of different
ways that leaves no dangling bonds, i.e. all carbon atoms are
three-fold coordinated. These possibilities and their experimental
observations are shown in Fig. 14(d)–(f). Because of the lack of any
dangling bonds, double vacancies are thermodynamically favored
over single vacancies in graphene. The formation energy of the
two pentagons and one octagon structure is 8 eV, i.e. 4 eV per
vacancy [177,185]. The lowest double vacancy structure is the
three pentagon- and three heptagon-structure with a formation
energy of 7 eV, i.e. 3.5 eV per vacancy [186,187]. Thus combining
two single vacancies into one divacancy lowers the formation
energy by more than 1/2 and thus divacancies are energetically
favorable compared to single vacancies.
Defects with added carbon: Similarly to vacancies a single adatom
cannot be easily incorporated into a honeycomb lattice and it is
either adsorbed on bridge-site or in a so-called dumbbell structure
where two carbon atoms are in the same lateral position but are
displaced above and below the graphene plane. For two extra
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Fig. 14. Atomic scale defects in graphene induced by electron irradiation and imaged with high resolution TEM. (a) Stone–Wales defect, formed by rotating one C–C bond
by 90°. (c)–(f) are defects formed by C-vacancy formation and subsequent restructuring of the graphene lattice. The defect structure of a single carbon vacancy is shown in
(c). Different defect structures for two missing carbon atoms are shown in (d)–(f).
Source: Reproduced from [174].
© 2011, The American Physical Society.
Fig. 15. Closed grain boundary loops in graphene. These defects do not change the carbon concentration and consist of a rotated honeycomb core, surrounded by a loop of
pentagon and heptagon defects that form a closed grain boundary. The structure in (b) has the lowest formation energy and it has been suggested that this structure is the
‘flower defect’ sometimes observed in epitaxial graphene. A STM image of the ‘flower defect’ found on graphene/SiC is shown in (f).
Source: (a)–(e) reproduced from Ref. [181].
© American Physical Society.
Source: (f) reproduced from Ref. [184].
© American Vacuum Society.
carbon atoms the graphene sheet can restructure in what has
been labeled the ‘inverse Stone–Wales’ defect; this defect structure
is shown in Fig. 16(a). The formation energy of this defect is
∼5.8 eV [188,189]. This defect consists of two pentagons and
two heptagons, i.e. the same as a Stone–Wales defect. However,
because of the higher carbon density and the arrangement of the
pentagons, a buckling of the defect atoms out of the graphene plane
is caused. To the best of our knowledge this defect has not been
observed experimentally so far. Another reconstruction that has
two additional carbon atoms is shown in Fig. 16(b); it consists of
three pentagons and three heptagons with a hexagon, rotated by
30° relative to graphene hexagons, in the center. This structure has
a computed formation energy of 6.07 eV [189], i.e. slightly larger
than that of the inverse Stone–Wales defect. It can be viewed as a
combination of Stone–Wales defect with an inverse Stone–Wales
defect. A periodic arrangement of this defect structure has been
proposed to form a new carbon allotrope, called Haeckelite [190].
The ground state energy of such an allotrope was calculated
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Table 3
Summary of defect formation energies in graphene based on DFT calculations.

Formation energy (eV) Number of missing or
additional carbon atoms

Figure Reference

Stone–Wales defect 4.5–5.3 0 14(a) [178,179,181]
Single vacancy 7.3–7.5 −1 14(c) [177]
Divacancy 1 7.2–7.9 −2 14(d) [177,185]
Divacancy 2 6.4–7.5 −2 14(e) [186,187]
Divacancy 3 7 −2 14(f) [174]
Grain boundary loop (13 atom core) 9.3 0 15(a) [181]
Grain boundary loop (24 atom core)
‘flower defect’

7.0 0 15(b) [181]

Grain boundary loop (54 atom core) 19.9 0 13(c) [181]
Inverse Stone–Wales defect 5.8 +2 14(a) [189]
Stone–Wales + inverse Stone–Wales
defect

6.07 +2 14(b) [188]
Fig. 16. DFT-simulations of defect structures in graphene with two extra carbon
atoms. (a) the ‘inverse Stone–Wales’ defect, causing a distortion of the graphene
lattice, and (b) a combination of a regular Stone–Wales defect (green bond) and an
‘inverse Stone–Wales ‘defect. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Source: Reproduced from Ref. [188].
© 2010, The American Physical Society.

to be 229 meV/atom above the energy of graphene, which has
been stated to be lower than the energy for C60 molecules with
360 meV/atom above the energy of graphene [189]. Nevertheless,
it seems challenging to stabilize such a structure and avoid
energy minimization by forming graphene sheets. So for now,
the Haeckelite structure is purely hypothetical. A summary of
defect structures and their calculated formation energies is given
in Table 3.

4.1.2. Properties of point defects
Experimental studies of electronic and chemical properties

of controlled point defects in graphene are very rare. This is
because of the low concentration of defects in graphene and
the possibility of the presence of multiple types of defects. This
requires local probe techniques like STM or TEM to investigate
defect specific properties. TEM studies were used to create defects
and to investigate the interaction of metal adatoms with these
defects [186]. It was found that the reconstructed vacancies acted
as trap sites for metals. Computational studies [191,192] have
shown that defects should be much more reactive for adsorption
of hydroxyl, carboxyl or other groups. Recent studies have shown
that perfect graphene, i.e. without pre-existing defects, can also
be covalently functionalized, however, in the functionalization
process defects are being generated [193].

The electronic properties of defective graphene have been
thoroughly investigated theoretically, see for example Ref. [194]
for a review. Experimentally the challenge of investigating the
electronic properties of individual defects in graphene is obviously
more challenging. STM images of vacancies on a graphite (HOPG)
surfaces may appear as bright protrusions which are interpreted
as defect induced localized states near the Fermi level which
may also be responsible for magnetic moments in defective
graphene [195]. DFT calculations showed the formation of a
band gap at Stone–Wales defects [196] and at vacancy type
defects [197] of up to 0.3 eV. Overall there is an acute lack
of reliable experimental investigations of defect structures and
their properties in graphene. This lack of experimental studies of
electronic or chemical properties of defects reflects the challenges
in preparing well defined defect structures in unsupported or on
weakly interacting supports, which would give access to their
investigation by e.g. scanning tunneling spectroscopy.

4.2. Nitrogen or boron substitution in graphene

Traditional doping of semiconductors is done by impurity
doping. This approach is more difficult in 2D materials but doping
of graphenewith elements adjacent to carbon in the periodic table,
i.e. boron and nitrogen, has been demonstrated. In this case the
group III element boron introduces a hole, i.e.it acts as a p-type
dopant, while the group V element nitrogen donates an electron
and thus acts as an n-type dopant.

Boron doping has been accomplished by using diborane (B2H6)
as a precursor [198]. XPS showed that the boron was incorporated
in the sp2 carbon network with a doping level of 1.2%–3.1%. A
p-type doping with the Fermi level 0.65 eV below the Dirac point
has been suggested from DFT calculations.

Nitrogen doping can be achieved by several means. Ammo-
nia [199], or pyridine [200] have been used as dopant precursors
during CVD growth. It has also been shown that ammonia [201]
or nitrogen plasma [202,203] can introducing N-dopants in the
graphene lattice post growth. Even the exfoliation of graphene
from graphite in an N-atmosphere has been claimed to produce
N-doped graphene [204]. In addition, two step approaches con-
sisting of defect formation by ion bombardment and subsequent
annealing in ammonia atmosphere have been demonstrated. It is
proposed that in the annealing step carbon-vacancies are healed
by N-incorporation [205]. Doping levels as high as 8.9% nitrogen
have been reported during CVD growth and the N-concentration
can be controlled by adjusting the ammonia to CH4 ratio in the
feeding gas [199]. Edge doping of graphene ribbons has also been
reported by annealing graphene ribbons in an ammonia gas [206].
Both in-plane substitutional doping as well as edge doping have
shown n-type behavior of the graphene. In addition to the dop-
ing effect an opening of a band gap in N-doped graphene has been
reported [199]. The charge re-distribution around the N-dopant in
graphene has recently been observed byhigh resolution TEM [207].
The electron distribution in carbon atomsnext to a nitrogen dopant
is significantly disturbed causing differences in the electron scat-
tering and consequently contrast-differences in high resolution
TEM images. To the best of our knowledge, no STM/STS studies
of doped graphene have been reported to date. STS in particular
would be very powerful to obtain information on the influence of
dopants on the local electronic structure.
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Fig. 17. Graphene edge structures. An ideally terminated edge is either of armchair (a) or zigzag (b) type. The zigzag edge easily reconstructs as the TEM images in (c)
demonstrate. Under the electron beam of the TEM the initially zigzag edge restructures into alternating 5- and 7-fold rings.
Source: Reproduced from Ref. [210].
© 2009, AAAS.
4.3. Free graphene edges

As mentioned above, an important way of inducing a band gap
in graphene is by quantum confinement of electrons in narrow
graphene ribbons. The formation of band gaps in graphene is one
of the main requirements for using graphene in FETs. Making
graphene ribbons necessitates the formation of graphene edges.
The structure and chemical termination of these edges influence
the charge carrier transport and device operation [208,209] and
therefore understanding and controlling of graphene edges is of
technological significance.

Two basic, achiral graphene edge structures can be differenti-
ated. Depending on along which low index direction the graphene
sheet is cut we obtain either a ‘zigzag’ or an ‘armchair’ edge. These
different edges are illustrated in Fig. 17(a) and (b). Chiral edges
are obtained by cutting the graphene sheet along a non-low in-
dex direction. It has been demonstrated that Joule-heating or elec-
tron beam irradiation evaporates edge atoms and contaminations
and preferentially generates step edges of the achiral type [211].
It has been proposed based by computational studies, that zigzag
edges are metastable and that they should spontaneously restruc-
ture into pentagons and heptagons [212]. Such a restructuring of
zigzag edges has been, for example, observed under electron irra-
diation in a TEM [210] as shown in Fig. 17(c). Recent advances in
STEM now allows to measure electron energy loss near edge fine
structure for individual carbon atoms. This enables characteriza-
tion of bonding of edge atoms, but the electron beam may modify
the edge structure [213]. Scanning tunnelingmicroscopy and spec-
troscopy, on the other hand, is less intrusive and STM/STS has been
used to characterize the electronic structure of edges [214–216].
Electronic edge states had been predicted more than 15 years ago
before it was conceivable thatwell defined graphene ribbons could
be synthesized [217]. For armchair and zigzag ribbons distinctively
different electronic edge states are present. Zigzag edges exhibit lo-
calized electronic states at the Fermi level with almost flat bands
while no such states are observed for armchair edges [217]. The
metallic character of zigzag edges has been verified by STM/STS
measurements and a decay of the edge state into the interior of
graphene with a decay length of 1.0–1.2 nm was found [214].
The edge states of chiral graphene edges have also been recently
measured. Well defined chiral edges were obtained by un-zipping
carbon nanotubes. The obtained graphene nanoribbons were sup-
ported on Au(111) surface which enabled STM and STS measure-
ments at low temperatures. The Au-supported ribbons are shown
in Fig. 18 [215]. The graphene ribbons exhibited a region of topo-
graphic curvature at the terminating edges of about 3 Å in height
and 30 Å lateral extension (see cross-section in Fig. 18(b)). STS
along these edges confirmed theoretical prediction of a 29 meV
band gap in the flat-band edge states. These edge states exhib-
ited a decay into the graphene ribbon with a 1.2 nm decay length.
Also spatial oscillation of the edge-state amplitude was observed.
This oscillation has been attributed to the ‘kinks’ in the zigzag edge
structure that gives the chiral character to the edge (see Fig. 18(a)).
Furthermore, it has been suggested that an energy-split in the
spectroscopic peaks indicate the formation of spin-polarized edge
states at these chiral edges.

In most practical applications, the graphene edges are not
pristine but easily react during or post ribbon fabrication. This
leads to oxygen, hydrogen, hydroxyl, or other contamination
at the edge. On the positive side the reactivity of graphene
edges may enable a controlled functionalization with desired
chemical groups. Hydrogen terminated step-edges on HOPG were
characterized by STM where a prevalence of armchair edges
was found. At zigzag edges, edge-states were found [218]. More
atomic scale studies or controlled functionalization of edgeswould
be desirable to better understand the edge chemistry and the
potential of tuning graphene nanoribbon properties by edge
decoration.

4.4. Grain boundaries

Grain boundaries in HOPG are rare, but have been observed by
STM [219]. Because HOPG is essentially a single grain, exfoliated
graphene usually does not exhibit grain boundaries. On the other
hand, graphene grown by CVD on copper and other weakly
interacting metal substrates usually exhibits different rotational
grains and therefore grain boundaries must be present. These
1D defects strongly affect graphene properties such as charge
transport [220]. As discussed for the growth of graphene onmetals,
in Section 2, the orientational relationship with respect to the
metal substrate depends on the interaction of the graphene with
the metal. On weakly interacting metals, different rotational-
domains can nucleate and grown even on single crystal metal



106 M. Batzill / Surface Science Reports 67 (2012) 83–115
Fig. 18. Chiral graphene nanoribbon created by unzipping of a carbon nanotube and supported on a Au(111) surface. The edge structure of the chiral ribbon is schematically
shown in (a). STM images of the supported ribbons are shown in (b) and (c). The edges of the ribbon are ‘bulging’ as shown in the line scan in the inset in (b) and the
pseudo-3D view in (c). The structure of the bulged edge is shown in (d).
Source: Reproduced from Ref. [215].
© 2011, The Nature Publishing Group.
substrates. This implies the formation of grain boundaries, whose
density is determined by the nucleation density of graphene. The
existence of grains with different orientation can be determined
by electron diffraction with high spatial resolution as is possible
for example by LEEM [85,221,222] for supported graphene or
TEM for free-standing graphene [223–225]. By using pre-patterned
growth seeds, graphene nucleation and therefore grain boundary
formation can be controlled to some extend [220].

STM studies of graphene grown on Ir(111) have revealed (tilt)
grain boundaries [51]. As in bulk materials these boundaries
can be described by a linear array of edge dislocations (with
the (imaginary) dislocation line normal to the graphene sheet).
As shown in computer simulations a single dislocation core
can be constructed from a heptagon and a pentagon ring or
pairs thereof to obtain zigzag or armchair oriented tilt grain
boundaries, as shown in Fig. 19(a)–(f) [226,227]. The orientation
and position of these rings determine the Burgers vector of
the dislocation and the separation of these dislocations in a
periodic arrangement determines the tilt angle in a grain boundary.
Somewhat surprisingly, atomistic calculations showed that the
strength of the graphene sheet is only reduced for small-
angle tilt boundaries while large angle boundaries exhibit the
same strengths as pristine graphene [226]. The arrangement of
pentagons and heptagons does not just allow the construction
of regular tilt boundaries but are also used to ‘stitch’ together
arbitrarily tilted grains as have been shown by high resolution TEM
studies and is shown in Fig. 19(g) and (h) [223].

A special kind of domain boundary, which does not require
any tilt rotation of two graphene sheets, has been constructed
on a Ni(111) support [71]. Graphene can grow on the lattice
matchedNi-substratewith twodifferent adsorption structures due
to similar adsorption energies for every second carbon atom in fcc-
or hcp-hollow sites, i.e. the adsorption energies for the structures
shown in Fig. 1(b) and (c) are very similar for graphene on
Ni(111). These two adsorption structures and the resulting domain
boundary are illustrated in Fig. 20(a). If the two domains meet, the
graphene sheets do not match. Consequently the interface has to
restructure into a pair of pentagons and an octagon as is evident
from STM images shown in Fig. 20(b). This defect line is periodic
and straight since it can only form along one crystallographic
direction of the graphene. This line defect has electronic properties
very similar to zigzag graphene edges, i.e. it has flat bands at the
Fermi-level which gives it a metallic character. Furthermore, as
is the case of free edges, the metallic states decay exponentially
into the neighboring graphene lattice. This can be observed as an
increased contrast in STM images surrounding the defect line (see
Fig. 20(c)). Because the two graphene domains are not rotated
relative to each other, this defect exhibits unique properties. It has
potential applications as metallic wires within a graphene wafer,
or by exploiting its electron scattering behavior which may enable
highly efficient valley filtering [228]. The main obstacle for the
utilization of extended line defects is, however, the challenge in
a controlled fabrication of defects.
Heteroboundaries. The formation of in-plane boundaries between
graphene and other 2D materials open the possibility of creating
new hybrid materials. In Section 2.2.3 we have discussed the
growth of graphene on Ni(111) in the presence of a Ni2C
surface carbide phase [73]. In this case a sharp lattice matched
interface has been observed, whichmay be interpreted as in-plane
heteroboundary of two 2D materials. However, the Ni2C phase
can only exist as a surface phase on top of bulk Ni and thus
cannot be prepared as a free-standingmaterial. Nevertheless, these
kinds of in-plane interfaces may be useful to tune metal–graphene
contacts.

Potentially more interesting are interfaces between truly 2D
materials, such as graphene and hexagonal boron nitride (h-BN).
These two materials have largely different electronic properties
(h-BN has a 5.9 eV band gap) but are closely lattice matched.
Simultaneous growth of graphene and h-BN by CVD on a Cu-
foil resulted in a phase-separated growth of graphene and h-BN
domains in the same lattice planewith latticematched edges [229].
In the synthesized films the graphene forms a percolation network
and transport measurements indicated a band gap opening of
18 meV. This band gap was interpreted as a consequence of
quantum confinement of the electrons in graphene by the wide
band-gap h-BN that surrounds the graphene network. Thus
graphene/h-BN hybrid materials may be used to induce a band gap
in graphene and if the interfaces and sizes of the graphene domains
can be controlled then this may provide an alternative material to
nanoribbons for field effect transistors.
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Fig. 19. Structure of tilt grain boundaries for zigzag-oriented (a)–(c) and armchair oriented (d)–(f) graphene sheets with various rotation angles. High resolution TEM of
randomly oriented grain boundary with a tilt rotation of ∼27° between graphene sheets is shown in (g) and (h).
Source: (a)–(f) reproduced from Ref. [226].
© 2010, AAAS.
Source: (g) and (h) reproduced from Ref. [223].
© 2011, The Nature Publishing Group.
5. Chemically modified graphene: graphane, fluorographene,
and related materials

Local chemical modifications of graphene may be another
approach to pattern extended graphene sheets. The chemical
surface modifications and the formation of graphene with
hydrogen or fluorine have been of particular interest. Graphane
is a theoretically predicted compound with one hydrogen atom
attached to each carbon atom on alternating sides of the graphene
sheet [230]. According to computational results graphane is
a wide-band gap semiconductor, whereas a half-hydrogenated
graphene would have a modest band gap of 0.43 eV [231].
Graphene membranes exposed to atomic hydrogen exhibit a
compressed lattice compared to pure graphene and this was taken
as evidence for the existence of graphane [232]. Hydrogen from
hydrogenated graphene could, however, easily be desorbed at
moderate temperatures suggesting that it is not a very stable
compound. Hydrogenation of graphene by atomic hydrogen in
UHV on graphene supported on SiC [233,234] as well as on
Ir(111) [235] was also demonstrated. In the case of supported
graphene only one side of the graphene can be exposed.
The adsorbed hydrogen was stable in STM imaging at room
temperature. Also, a depletion of the electronic states surrounding
a hydrogen adsorbate was found from STS measurements [236].
Furthermore it has been demonstrated that the STM tip may
be used to remove adsorbed hydrogen from the surface if the
bias voltage is increased to +4.5 V. Scanning the surface under
these conditions therefore allows patterning of the surface at the
nanometer scale [233]. Hydrogen adsorption on the moiré pattern
of graphene on Ir(111) is shown in Fig. 21 for increasing hydrogen
exposures [235]. This demonstrates that the hydrogen adsorption
leaves the moiré structure intact and hydrogen preferentially
adsorbs at specific atom sites within the moiré structure. DFT
calculations reveal similarmechanisms for hydrogen adsorption as
for Ir-cluster adsorption, which we have discussed in Section 2.3.
Hydrogen adsorbs strongest in regions where every other carbon
atom is on top of substrate Ir-atoms (i.e. structure shown in
Fig. 1(b) or (c)). In this case hydrogen adsorbs on carbon atoms
located close to the three-fold hollow sites in the substrate. In this
case the carbon can re-hybridize from sp2 to sp3. Consequently,
the moiré-pattern of graphene on Ir(111) acts as a template for
nanopatterned hydrogen adsorption. In the hydrogenated areas, a
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Fig. 20. Domain boundary of graphene sheets translated by a fractional unit cell vector. This structure is formed on a Ni(111) substrate where graphene can adsorb with
two adsorption geometries as schematically shown in (a). STM images in (b) and (c) show the structure of the domain boundary and the increased contrast surrounding the
defect in (c) is attributed to exponential decaying defect electronic states at the defect line. A cross-section that indicates this exponential decay is shown in the inset of (c).
Source: Reproduced from Ref. [71].
© 2010, The Nature Publishing Group.
Fig. 21. STM images of hydrogen adsorption on graphene supported on Ir(111). The moiré structure of the pristine graphene is shown in (a). (b)–(e) show the surface
structure with increasing atomic hydrogen exposure. It is apparent that hydrogen adsorbs preferentially in the depressions of the graphene-moiré structure. Even at high
exposures the periodicity of the moiré structure is preserved as the Fourier transform of the STM image demonstrates (f).
Source: Reproduced from Ref. [235].
© 2010, The Nature Publishing Group.
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wide band gap opens which causes quantum confinement effects
in the pristine graphene. ARPES shows a down-ward shift of the
top of the π-band to 450 meV below of the Fermi-level as a
consequence of this confinement. This demonstrates that chemical
patterning of graphene can be used tomodify electronic properties,
such as opening of defined band gaps, and this may yet be another
alternative to nanoribbon formation.

Graphene oxide [237] is an important chemical derivative of
graphene. It is essentially a graphene sheet with densely but
randomly distributed hydroxyl and epoxy groups which may
be formed by exposure of graphite to a liquid oxidizing agent.
Graphene oxide may be quite inhomogeneous with regions that
appear to be almost pristine graphene and regions that are
densely decorated with functional groups [238]. Atomic oxygen
adsorption on graphene supported on Pt(111) or Ir(111) has also
been recently studied by NEXAFS, XPS, and STM [239]. Adsorption
was found to predominantly occur through covalent bonding to
C–C entities, i.e. epoxy group formation. Similar to the case of
hydrogen on Ir(111) the initial adsorption is in regions of the
moiré-pattern where the graphene can be easier re-hybridized
fromsp2 to sp3. Upon annealing, these regions aremore susceptible
to etching. Consequently, formation of holes in the graphene sheet
has been observed preferentially in pre-defined areas of themoiré-
structure. This, therefore, may be an approach to utilize the moiré-
pattern as a template to create graphene with a high density of
holes on the nanometer scale. Such a ‘holy’ graphene sheet would
exhibit electron confinement induced band-gap opening similar to
graphene nanoribbons and thus may be a quite useful material for
microelectronic applications.

One shortcoming of hydrogenated graphene, or graphane, is
its low (thermal) stability. An alternative to hydrogen may be
fluorine to form a more stable material. Different approaches
have been used to obtain stoichiometric fluorographene (CF).
One approach is the exfoliation of graphite fluoride [240], a 3D
compound used in batteries or as a lubricant. However, this
exfoliation process is difficult and has been demonstrates to
result in highly defective layers. An alternative process is the
fluorination of graphene by exposure to XeF2 [241,242]. It is worth
mentioning that graphene is stable for exposure to F2 at room
temperature and therefore molecular fluorine cannot be used for
graphene fluorination. However, exposure of graphene to XeF2
resulted in the formation of fluorographene. It is a mechanically
stable material with properties rivaling those of graphene with
a measured Young’s modulus of 100 N m−1. Furthermore, it was
found to be thermally stable up to 400 °C even in air. Electronically,
fluorographene is an excellent insulator with an optical band gap
of 3 eV [241]. It was hypothesized that the insulating property of
fluorographene may enable patterning of graphene with quantum
confinement structures as shown for hydrogen or to form electrical
circuits on a graphene sheet and tunneling barriersmade of narrow
fluorographene strips.

In conclusion, chemically modified graphene is an approach to
transform graphene into an insulator. If such modifications can
be localized on a graphene wafer then this may be a method
to pattern graphene, i.e. forming insulating and semiconducting
regions on awafer. By forming narrow regions of pristine graphene
the band gap can be tuned by defining the width of the quantum
confinement region. To further enhance the flexibility of such
wafers a method for doping graphene needs to be developed. One
such approach, by charge transfer doping, is discussed in the next
chapter.

6. Molecular adsorption on graphene

For many electronic applications it is a prerequisite to control
the doping of graphene, i.e. to make graphene p- or n-type
by shifting the Fermi-level up or down from the Dirac point.
Substitutional dopants such as B or N as discussed in Section 4.2
strongly affect charge carrier mobility in graphene and as of yet
have to be better controlled. An alternativemechanism for shifting
the Fermi-level, which is particular attractive for 2D materials like
graphene, is to bring graphene in contact with other materials.
Above we have seen that metal contacts can cause such a shift
in the Fermi-level due to differences in the work function (see
Fig. 6). An alternate and more versatile approach compared to
metals is doping graphene by bringing it into contact with electron
donating or accepting organic molecules. Molecules adsorbed on
graphene can, depending on their functional groups, withdraw
or donate electrons into graphene, effectively doping it p- or n-
type, respectively. This doping mechanism can also be exploited
for gas sensing applications, where adsorption of molecules may
result in conductivity changes [243]. For instance adsorption
of NO2 causes electron withdrawal from graphene (i.e. leaving
holes behind), because the lowest unoccupied molecular orbital
(LUMO) of adsorbed NO2 is about 0.4 eV below the Dirac point of
graphene [244]. Opposite gas response is observed for adsorption
of ethanol and ammonia [243], suggesting an electron transfer
from these molecules toward graphene. To increase the selectivity
of graphene as a gas sensor some efforts are currently underway to
functionalize graphene, for example with DNA strands that can be
tuned to adsorb specific molecules.

Another significant application of graphene is its use as a trans-
parent electrode. Graphene only adsorbs 2.3% of the light inten-
sity from infrared-to-visible light per graphene monolayer [245].
This low light absorption combined with its high conductivity
makes it ideally suited for many applications ranging from touch
screens to optoelectronics and solar cells. Organic-electronics is an
important subsection of these applications and therefore the or-
ganic–graphene interface is of interest for optimizing charge injec-
tion from the graphene-electrode into the organic film. Therefore, a
fundamental understanding of organic/graphene interfaces is also
desirable for transparent electrode applications.

In the next sub-section we concentrate on charge transfer
doping as a mechanism of p- and n-type doping of graphene,
followed by fundamental studies of ordered molecular overlayer
structures on epitaxial graphene.

6.1. Charge transfer doping

Charge transfer doping processes at semiconductor interfaces
(including graphene) has been reviewed recently [246]. Graphene
can be charge doped if brought into contact with elements or
molecules that easily donate or accept electrons. Alkali atoms, for
instance, can be used to n-type dope graphene as these elements
easily give up their electrons. Alkali atom deposition has been,
for example, used to shift the Fermi-level up to investigate the
presence of a band gap in graphene in photoemission experiments.
This is especially useful if the graphene is otherwise p-doped (e.g. if
in contactwith ametal as discussed above) and thus theDirac point
is above the occupied states and therefore could not be observed
by photoemission without n-type dopants [57,247].

For p-type doping, electron accepting molecules are needed.
Fig. 22 shows the split between the highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO)
referenced to the vacuum level in comparison to the Fermi-level of
graphene, assuming a graphene work function of 4.6 eV [248]. It is
apparent that the LUMO of tetrafluoro-tetracyanoquinodimethane
(F4-TCNQ) and C60F48 are below the Dirac point of graphene
and therefore if brought into contact, electrons should be
transferred from the graphene to these molecules. On the other
hand, adsorption of weaker electron acceptor molecules like e.g.
C60 should not result in significant charge transfer and thus
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Fig. 22. Energy levels of typical electron accepting molecules referenced to the
vacuum level (0 eV) (a). The work function of graphene is set to 4.6 eV, i.e. identical
to that of graphite. The LUMO of F4-TCNQ and C60F48 are below the Dirac point of
graphene indicating electron transfer from graphene to these molecules if brought
into contact. TheHOMO–LUMO splitting and ionization potentials for themolecules
have been taken from Ref. [246]. The molecular structure of F4-TCNQ is illustrated
in (b).

these molecules are not efficient p-type dopants. This has been
demonstrated by photoemission experiments [249].

Several experiments have been conducted for p-type charge
transfer doping of graphenewith F4-TCNQ [249,250]. These studies
have been performed on epitaxial graphene mono- and bi-layers
on SiC(0001). Although, we are not reviewing SiC literature in this
article, in this casewemake an exception since similar conclusions
reached for charge transfer doping on graphene/SiC should also
hold for other substrate materials and thus is not SiC specific.
Monolayer epitaxial graphene (monolayer refers to the second
graphene layer above a strongly interacting graphene buffer layer)
is natively n-type doped due to the charge transfer from the
SiC substrate. The doping level in graphene can be elegantly
monitored by ARPES. Measuring the π-band dispersion around
the K -point of the graphene Brillouin zone allows an accurate
determination of the Fermi-level relative to the Dirac point. For
example, the native n-type doping of monolayer graphene on
SiC(0001) can be seen by the upward shift of the Fermi-level of
0.42 eV above the Dirac point, see e.g. Fig. 23(a). Vapor deposition
of F4-TCNQ compensates for the substrate induced n-type doping.
Fig. 23(b)–(e) shows ARPES data with increasing F4-TCNQ film
thickness. For a thickness of 0.8 nm the Fermi-level in graphene is
at the Dirac point. Increasing the F4-TCNQ thickness further, does
not result in a further charge transfer indicating that the charge
transfer is saturated at 0.8 nm.Additional information of the charge
transfer process and molecular alignment comes from N-1s and
F-1s core level photoemission spectra, shown in Fig. 23(f) and (g),
respectively. Somewhat surprisingly the F-1s peak does not change
with increasing F4-TCNQ film thickness, suggesting that it is not
the fluorine that accepts the charges. On the other hand, the N-1s
peak has to be fitted to three peaks, which have been assigned to an
N−1, an N0 and a shake-up peak. The appearance of the N−1 peak
suggests that the charge transfer takes place through the C ≡ N
group and the fluorine remains passive. Only at low coverage does
the charged N−1 species dominate. In between 0.4 and 0.8 nm film
thickness the ratio between uncharged and charged is about 45%
indicating that only about half of the cyano groups contribute in the
charge transfer for densely packed films. This may be understood
by the F4-TCNQ molecules standing upright on the graphene
surface as illustrated in Fig. 23(h). In this case only half of the
cyano groups make contact with the graphene and contribute to
the charge transfer [250]. Angle dependent NEXAFSmeasurements
by other investigators have, however, concluded that the F4-
TCNQ molecules lie flat with the F4-TCNQ plane parallel to the
graphene [246]. Thus there remains some controversy regarding
the molecular orientation. P-type doping of graphene was also
reported for other molecules, for instance for tetrasodium 1,3,6,
8-pyrenetetrasulfonic acid (TPA) [251]. First-principle calculations
suggest that tetracyanoethylene (TCNE)may also act as an efficient
p-type dopant [252].

Molecular adsorption of charge donating or acceptingmolecules
clearly has the potential to be used for doping graphene. One main
advantage of this process is that the integrity of the graphene is
preserved and charge donation may not strongly affect the charge
carriermobility like substitutional dopants do. Furthermore, by ap-
propriate patterning of the organic dopant film on graphene one
can envision to modify the doping and create p–n junctions and
other structures in graphene.

6.2. Ordered (self-assembled) organic monolayers

As mentioned above there exists some controversy about the
orientation of F4-TCNQ molecules on graphene. STM studies of
graphene grown on Ir(111) (in contrast to the epitaxial graphene
on SiC(0001) discussed above) showed that F4-TCNQ lies flat on
the surface, at least for submonolayer coverage [253]. Fig. 24(a)
shows an STM image of the ordering of F4-TCNQ on graphene
on Ir(111) at 77 K sample temperature. At this temperature
the molecules appear with a circular, toroidal shape. This is
attributed to a rotation of the molecule around its axis. The
location of the molecules are defined by the moiré-pattern of
graphene on Ir(111) (see Section 2.1.2). From the STM studies it
was concluded that the F4-TCNQ adsorbs in areas of the moiré-
pattern that exhibits hcp-stacking relative to the Ir-substrate. The
dominance of the moiré-structure for ordering of the F4-TCNQ
molecules is contrasted by the adsorption of TCNQ shown in
Fig. 24(b). For TCNQ intermolecular forces dominate the adsorption
structure resulting in a close packing of the molecule at the
same surface. The difference in the ordering of these two related
molecules has been attributed to electrostatic repulsive forces due
to negative charges on the fluorine and cyano groups of F4-TCNQ
(see Fig. 22(b) for molecule structure). Alternatively, the author of
this review proposes that the repulsive electrostatic interaction
actually originates from the charge transfer from graphene to
F4-TCNQ and thus the difference in ordering of the molecules may
represent the different amount of charge transfer doping.

The moiré-structure formed for graphene on Ru(0001) (see
Section 2.1.1) has also been used as a template to arrange
molecules in unique patterns. Phthalocyanines (molecules with a
single metal ion in the central position of a macrocycle consisting
of alternating carbon and nitrogen atoms) have been arranged in
a Kagome lattice aided by the moiré-structure [254]. A Kagome
lattice is a two-dimensional pattern composed of interlaced
triangles whose lattice points have four neighboring points each.
This is the most geometrically frustrated magnetic system [255]
and is only rarely experimentally observed. The Kagome lattice
structure on graphene/Ru(0001) is shown in Fig. 25.

A strong influence of the moiré-structure of graphene on
Rh(111) (see Section 2.1.6) on the ordering of perylene tetracar-
boxylic diimide (PTCDI) has also been reported [256]. A com-
mensurate match between the molecule and the moiré structure
was suggested to result in alignment of molecules into extended
one-dimensional chains. No such structures have been formed on
HOPG of the same molecule thus illustrating the importance of
the moiré structure in molecular ordering. A related molecule,
perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) has been
grown on graphene on SiC(0001). In this case, no alignment of
the molecules was observed, but rather a dense packed surface
overlayer was obtained [257,258]. In general π-conjugated planar
molecules can interact with graphene via π–π interactions, pos-
sibly favoring flat-lying molecules. Flat lying pentacene was ob-
served on clean graphene while for graphene ‘contaminated’ with
polymer residues remaining from a lift-off process caused pen-
tacene to stand upright [259]. The upright configuration is pre-
ferred for organic FET applications and thus modification of the
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Fig. 23. F4-TCNQ adsorption on monolayer graphene on SiC(0001). ARPES spectra of the π-bands around the K -point of the graphene Brillouin zone for increasing F4-TCNQ
film thickness: (a) pristine graphene/SiC(0001) showing substrate induced n-type doping with the Fermi-level shifted by 0.42 eV relative to the Dirac point, (b) 0.2 nm, (c)
0.4 nm, (d) 0.8 nm, and (e) 1.4 nm thick F4-TCNQ film. The Fermi level shifts downward up to a film thickness of 0.8 nm. At 0.8 nm the charge transfer from graphene to
F4-TCNQ is saturated and no further doping can be obtained beyond this film thickness. (f) and (g) show XPS core level spectra of N-1s and F-1s respectively for increasing
F4-TCNQ film thickness. A schematic charge transfer model derived from the XPS peak intensities is illustrated in (h).
Source: Reproduced from Ref. [250].
© 2010, The American Physical Society.
Fig. 24. STM images of molecular ordering of F4-TCNQ (a) and TCNQ (b) on graphene/Ir(111). Repulsive interactions between F4-TCNQ molecules results in ordering
facilitated by the substratemoiré-pattern,whereas dominant intermolecular forces result in close packing of the TCNQmolecules,with no apparent influence of the substrate.
Source: Reproduced from Ref. [253].
© 2010, Royal Society of Chemistry.
graphene with organic residues can have beneficial effects for de-
vice fabrication.

Linear phosphonic acid molecules (octadecylphosphonic acid
and tetradecylphosphonic acid, i.e. a phosphonic headgroup
attached to an alkyl chain terminated by amethyl group) have been
shown to arrange themselves in flat 2D lattices with themolecules
aligning along the armchair-direction of the graphene [260].
Similar arrangements of phosphonic acid have been previously
reported for HOPG [261]. Theoretical studies also indicate electron
transfer from the graphene to the phosphonic acid suggesting its
possible use as a p-type dopant.

In conclusion, many molecular arrangements on graphene are
very similar to those previously reported for HOPG. However, there
are also reports of clear differences which are mostly associated
with the support material of the graphene. Moiré-structures of
graphene on metals can induce preferred adsorption sites for
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Fig. 25. STM image of a Kagome lattice of self-assembled Fe-phthalocyanines (see inset in (a)) on the moiré-patterned graphene/Ru(0001) surface (a). Detailed view of the
Kagome-lattice is shown in (b) with the trihexagonal tiling highlighted. A model for the arrangement of the molecules at the surface is shown in (c).
Source: Reproduced from Ref. [254].
© 2009, American Chemical Society.
molecules and thus special adsorption structuresmay be obtained.
Moiré-structures can also aid the alignment of molecules if the
periodicity of the moiré-structure coincides with the molecular
length/structure. One issue that has not been very well studied
is how the metal substrates affect the interaction of molecules
with the metal supported graphene. For metal–phthalocyanines
(M-Pc) on graphene/Ni(111) it was found that the interaction of
the metal-center with the underlying Ni-substrate is weak for
Ni-, Cu-, and Zn-Pc while there exist stronger metal interaction
channels for Fe- and Co-Pc [262]. One may expect that such
different interaction also affects the ordering of the different
M-Pcs on e.g. moiré-patterns. This, however, has not been
observed, and in fact similar structures are reported for Fe-Pc, Ni-Pc
and H2-Pc on graphene/Ru(0001) system [254]. Therefore, a more
detail understanding on how the metal substrate in addition to
the formation of moiré-structures affects molecular adsorption is
desirable.

7. Conclusion and outlook

The isolation of monolayer graphene as a freestanding material
by mechanical exfoliation has enabled the investigation of the
special physical properties arising from its linear band dispersion
at the Dirac point. In addition, properties such as high charge
carrier mobility, good optical transparency, and mechanical
toughness makes it a promising material for microelectronic
devices, transparent electrodes in optoelectronics, and ahuge array
of other potential applications that exploit themechanical strength
of this thinnest possible material. Some of these applications,
e.g. the use of graphene in TEM grids, are already commercial
products. To develop the full potential of graphene, the materials
science of graphene has to be developed and the progress over
the last few years has been breathtaking. We now have a very
good basic understanding of how to synthesis large scale wafers of
graphene, what imperfections to expect in graphene and what the
properties of these imperfections are. Maybe most importantly for
device applications, we have also started to understand processing
methods of graphene and are developing methods to modify
graphene’s properties.

Graphene is the ultimate ‘surface material’ and therefore
surface characterization methods will remain central in future
studies of graphene. To date,most true surface science studies have
been performed on graphene supported on their growth-substrate.
This is because it allows the formation of thewell defined large area
single crystals necessary for many surface science investigations.
Furthermore, although the transfer of graphene from metal
supports to other materials has become common practice for
device fabrication, there is still an issue of contamination of the
graphene with e.g. polymer residues. Furthermore, a wafer-sized,
single-grain graphene sample transfer to insulating/dielectric
materials remains challenging. Although graphene on weak
interactingmetal supports is a goodmodel system for investigating
properties of graphene by surface science studies, future surface
studies should bemore focused on graphene on relevant substrates
for applications, i.e. mainly dielectric substrate materials. Truly
free-standing graphene may be ideal for transport measurements
at low temperatures. However, it has been shown that for room-
temperature devices, suspended graphene is less ideal because
of flexural phonons increasing charge carrier scattering [263].
Therefore, it is likely thatmicroelectronic deviceswill be fabricated
on supported graphene, which also seems somewhat easier
to achieve. Currently the best insulating support material for
graphene is h-BN [264]. Unlike SiO2 or other initially tried
insulating substrates, h-BN is very uniform. Because h-BN is a
layered 2D material, similar to graphene, it does not have any
‘dangling’ bonds or charge inhomogeneities. This is crucial in
order to maintain the high charge carrier mobility of graphene.
Therefore, in the near term we may expect more studies of
graphene/h-BN hybrid materials. For surface science studies and
also for applications the successful large area synthesis of such
heterostructureswill be critical. If such sampleswith sufficient size
can be prepared,many of the graphenemodification investigations
we have summarized for metal or SiC supported graphene may be
studied on h-BN as the support material.

Another challenge in designing the properties of graphene is to
control modifications.We have e.g. shown that defects, like carbon
vacancies and grain boundaries in graphene can have interesting
properties. However, in order to utilize these defects we have
to be able to define their structure (for example multiple defect
structures have been reported for divacancies in graphene), density
and location in the graphene. Similarly for graphene nanoribbons
better control over ribbon-widths and edge structure is needed.
Modifications of graphene by adsorbates also should be localized
on micro to tens of nanometer scale for example for defining p- or
n-type doped regions (by e.g. molecular adsorbates), or electron
confinement regions (by e.g. confining pristine graphene within
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hydrogen or fluorine modified graphene). In addition, in order
to be able to locally modify graphene, the question of stability
of the formed patterns needs to be addressed. On a one-to-few
nanometers length scale, moiré-patterns formed by graphene on
metals have been successfully used as templates for preferential
adsorption of metals, hydrogen, and some organic molecules.
These self-organization mechanisms are fascinating from a pure
chemical point of view, but it is less likely that these patterns
remain stable if the graphene is transferred from themetal support
to another substrate and therefore these self-organization patterns
may not easily be exploitable for electronic applications. On the
other hand, these graphene based templates for self-organization
of metal clusters may be useful systems for fundamental studies in
cluster science. Thus, although graphene for electronic applications
is taking the spot light, there are many other interesting aspects
in fundamental research for which (supported) graphene can
provide a rich resource for researchers for the various aspects of
the materials science of nanostructures. The fast moving pace of
graphene research will ensure that this remains an exciting field
for years to come and new developments will soon add to the
materials reviewed here.
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